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b. What are the firm'’s profit-maximizing output and
price? What is its profit?

¢. What would the equilibrium price and quantity be
in a competitive industry?

d. What would the social gain be if this monopolist
were forced to produce and price at the competi-
tive equilibrium? Who would gain and lose as a
result?

. A firm has two factories, for which costs are given by:

Factory #1: C;(Q,) = 100}
Factory #2: C5(Q,) = 2003

The firm faces the following demand curve:
P =700 - 5Q
where Q is total output—i.e, Q = Q; + Qa.

a. On a diagram, draw the marginal cost curves for
the two factories, the average and marginal rev-
enue curves, and the total marginal cost curve (i.e.,
the marginal cost of producing Q = Q; + Q).
Indicate the profit-maximizing output for each fac-
tory, total output, and price.

b. Calculate the values of Q,, Q,, Q, and P that maxi-
mize profit.

¢. Suppose labor costs increase in Factory 1 but not in
Factory 2. How should the firm adjust (i.e., raise,
lower, or leave unchanged) the following: Output
in Factory 1?7 Output in Factory 27 Total output?
Price?

. A drug company has a monopoly on a new patented

medicine. The product can be made in either of two

plants. The costs of production for the two plants
are MC, =20+ 20, and MGC, =10 + 5Q.. The
firm’s estimate of demand for the product is

P =20 -3Q, + Q). How much should the firm

plan to produce in each plant? At what price should it

plan to sell the product?

. One of the more important antitrust cases of this cen-

tury involved the Aluminum Company of America

(Alcoa) in 1945. At that time, Alcoa controlled about

90 percent of primary aluminum production in the

United States, and the company had been accused of

monopolizing the aluminum market. In its defense,

Alcoa argued that although it indeed controlled a

large fraction of the primary market, secondary alu-

minum (i.e., aluminum produced from the recycling
of scrap) accounted for roughly 30 percent of the total
supply of aluminum, and many competitive firms
were engaged in recycling. Therefore, Alcoa argued, it

did not have much monopoly power.

a. Provide a clear argument in favor of Alcoa’s position.

b. Provide a clear argument against Alcoa’s position.

¢. The 1945 decision by Judge Learned Hand has
been called “one of the most celebrated judicial
opinions of our time.” Do vou know what Judge
Hand's ruling was?

9.

10.

*11.

12.

A monopolist faces the demand curve P =17 _
where P is measured in dollars per unit ang 9
thousands of units. The monopolist has a Constap
average cost of 56 per unit.

a. Draw the average and marginal revenue Curves
and the average and marginal cost curvyes, What
are the monopolist’s profit-maximizing price and

quantity? What is the resulting profit? Calculate
the firm’s degree of monopolv power using ’ché
Lerner index.

b. A government regulatory agency sets a price cejj.

ing of $7 per unit. What quantity will be produced,
and what will the firm’s profit be? What happens
to the degree of monopoly power?

c. What price ceiling yvields the largest level of oue
put? What is that level of output? What is s
firm’s degree of monopoly power at this price?

Michelle’s Monopoly Mutant Turtles (MMMT) hae

the exclusive right to sell Mutant Turtle t-shirts in the

United States. The demand for these t-shirts is Q =

10,000/P*. The firm’s short-run cost is SRTC =

2000 + 5Q, and its long-run cost is LRTC = 6Q,
a. What price should MMMT charge to maximize
profit in the short run? What quantity does it sell,
and how much profit does it make? Would it be
better off shutting down in the short run?
b. What price should MMMT charge in the long run?
What quantity does it sell and how much profit
does it make? Would it be better off shutting down
in the long run?
c. Can we expect MMMT to have lower marginal cost
in the short run than in the long run? Explain why:
You produce widgets for sale in a perfectly competi-
tive market at a market price of $10 per widget. Your
widgets are manufactured in two plants, one in
Massachusetts and the other in Connecticut. Because
of labor problems in Connecticut, you are forced to
raise wages there, so that marginal costs in that plant
increase. In response to this, should you shift pro
duction and produce more in vour Massachusetts
plant?
The employment of teaching assistants (TAs) by major

universities can be characterized as a monopsony.

Suppose the demand for TAs is W = 30,000 — 1251,

where W is the wage (as an annual salary) and # is the

number of TAs hired. The supply of TAs is given by

W = 1000 + 75n.

a. If the university takes advantage of its monopsom:
ist position, how many TAs will it hire? What wage
will it pay?

b. If, instead, the university faced an infinite supply
of TAs at the annual wage level of $10,000, how
many TAs would it hire?

. Dayna’s Doorstops, Inc. (DD), is a monopolist in the

doorstop industry. Its cost is C = 100 — 5Q + ", and
demand is P = 55 — 2Q.

"4

a. What price should DD set to maximize profit?
What output does the firm produce? How much
profit and consumer surplus does DD generate?

b. What would output be if DD acted like a perfect
competitor and set MC = P? What profit and con-
sumer surplus would then be generated?

¢. What is the deadweight loss from monopoly
power in part (a)?

d. Suppose the government, concerned about the
high price of doorstops, sets a maximum price at
527. How does this affect price, quantity, consumer
surplus, and DD’s profit? What is the resulting
deadweight loss?

e. Now suppose the government sets the maximum
price at $23. How does this decision affect price,
quantity, consumer surplus, DD’s profit, and dead-
weight loss?

f. Finally, consider a maximum price of $12. What
will this do to quantity, consumer surplus, profit,
and deadweight loss?

There are 10 households in Lake Wobegon, Minnesota,

each with a demand for electricity of Q =50 — P.

Lake Wobegon Electric’s (LWE) cost of producing

electricity is TC = 500 + Q.

a. If the regulators of LWE want to make sure that
there is no deadweight loss in this market, what
price will they force LWE to charge? What will out-
put be in that case? Calculate consumer surplus
and LWE’s profit with that price.

b. If regulators want to ensure that LWE doesn’t lose
money, what is the lowest price thev can impose?
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Calculate output, consumer surplus, and profit. Is
there any deadweight loss?

¢. Kristina knows that deadweight loss is something
that this small town can do without. She suggests
that each household be required to pav a fixed
amount just to receive any electricity at all, and
then a per-unit charge for electricity. Then LWE can
break even while charging the price calculated in
part (a). What fixed amount would each household
have to pav for Kristina’s plan to work? Why can
you be sure that no household will choose instead
to refuse the payment and go without electricity?

. Amonopolist faces the following demand curve:

Q = 144/P*

where Q is the quantity demanded and P is price. Its
average variable cost is

AVC = Q2

and its fixed cost is 5.

a. What are its profit-maximizing price and quantity?
What is the resulting profit?

b. Suppose the government regulates the price to be
no greater than $4 per unit. How much will the
monopolist produce? What will its profit be?

c. Suppose the government wants to set a ceiling
price that induces the monopolist to produce the
largest possible output. What price will accom-
plish this goal?




s we explained in Chapter 10, market power is quite com-

mon. Many industries have only a few producers, so that
each producer has some monopoly power. And many firms, as
buvers of raw materials, labor, or specialized capital goods,
have some monopsony power in the markets for these factor
inputs. The problem faced by the managers of these firms is
how to use their market power most effectively. They must
decide how to set prices, choose quantities of factor inputs,
and determine output in both the short and long run to maxi-
mize the firm’s profit.

Managers of firms with market power have a harder job
than those wlho manage perfectly competitive firms. A firm
that is perfectly competitive in output markets has no influ-
ence over market price. As a result, its managers need worry
only about the cost side of the firm’s operations, choosing out-
put so that price is equal to marginal cost. But the inanagers of
a firm with monopoly power must also worry about the char-
acteristics of demand. Even if they set a single price for the
firm’s output, they must obtain at least a rough estimate of the
elasticity of demand to determine what that price (and corre-
sponding output level) should be. Furthermore, firms can
often do much better by using a more complicated pricing
strategy—for example, charging different prices to different
customers. To design such pricing strategies, managers need
ingenuity and even more information about demand.

This chapter explains how firms with market power set
prices. We begin with the basic objective of every pricing strat-
egy: capturing consumer surplus and converting it into addi-
tional profit for the firm. Then we discuss how this goal can be
achieved using price discrinination. Here different prices are
charged to different customers, sometimes for the same prod-
uct and sometimes for small variations in the product. Because
price discrimination is widely practiced in one form or
another, it is important to understand how it works.

Next, we discuss the fwo-part tariff. Here customers must
pay in advance for the right to purchase units of the good at a
later time (and at additional cost). The classic example of this
is an amusement park, where customers pay a fee to enter and
then additional fees for each ride they go on. Although amuse-
ment parks may seem like a rather specialized market, there
are many other examples of two-part tariffs: the price of a
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Gillette razor, which gives the owner the opportunity to purchase Gillette razq,
blades; the price of a Polaroid camera, which gives the owner the OPPOI'furLity o
purchase Polaroid film; or the monthly subscription cost of a rngbﬂe 'telephone’
which gives users the opportunity to make phone calls from their automobiles,
paying by the message unit as they do so. . .

We will also discuss bundling, a pricing strategy that simply involves tyjy,
products together and selling them as 2 package. For example: a personal con,.
puter that comes bundled with several software packages; a one-week vacatigp
in Hawaii in which the airfare, rental car, and hotel are bundled and sold at 5
single package price; or a luxury car, in which the air conditioning, power wir.
dows, and stereo are “standard” features. .

Finally, we will examine the use of advertising by firms with market power.
As we will see, deciding how much money to spend on advertising requires
information about demand and is closely related to the firm'’s pricing decision,
We will derive a simple rule of thumb for determining the profit—maximiz'mg
advertising-to-sales ratio.

ata single price. To maximize profit, it would pick a price P* and corresponding
output O~ at tlﬂle intersection of its ma‘rginal cost and marginal revenue curves.
Although the firm would then be profitable, its managers might still wonder if
thev could make it even more profitable.
They know that some customers (in region A of the demand curve) would
pay more than P*. But raising price would mean losing some customers, selling
less, and earning smaller profits. Similarly, other potential customers are not
puying the firm’s product because they will not pay a price as high as P*. Many
of them, however, would pay prices higher than the firm’s marginal cost. (These
customers are in region B of the demand curve.) By lowering its price, the firm
could sell to some of these customers. Unfortunately, it would then earn less rev-
enue from its existing customers, and again profits would shrink.
How can the firm capture the consumer surplus (or at least part of it) fromn its
customers in region A, and perhaps also sell profitably to some of its potential
customers in region B? Charging a single price clearly will not do the trick.
However, the firm might charge different prices to different customers, accord-
ing to where the customers are along the demand curve. For example, some cus-
tomers in the upper end of region A would be charged the higher price Py, some
in region B would be charged the lower price P,, and some in between would be
charged P*. This is the basis of price discrimination: charging different prices to  price discrimination
different customers. The problem, of course, is to identify the different cus- Pf_aCtiCte Oé_ﬁ?argi:‘g different
tomers, and to get them to pay different prices. We will see how this can be done E;;C;;Sarlgggzr; consumers
in the next section.
The other pricing techniques that we will discuss in this chapter—two-part
e tariffs and bundling—also expand the range of a firm’s market to include more
‘ customers and to capture more consumer surplus. In each case, we will examine
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All the pricing strategies that we will examine have one thing in common: they
are means of capturing consumer surplus and transferring it to the producer
You can see this more clearly in Figure 11.1. Suppose the firm sold all its output

Prax both the amount by which the firm's profit can be increased and the effect on
5/0 consumer welfare. (As we will see, when there is a high degree of monopoly
P, power, these pricing techniques can sometimes make both consumers and the
producer better off.) We turn first to price discrimination.
P* T T
Fgag ‘%‘» aq 5 ;'— j—: %
N2 Price Discrimination
Py
P

Price discrimination can take three broad forms, which we call first-, second-,
and third-degree price discrimination. We will examine them in turn.

First-Degree Price Discrimination

Ideally, a firm would like to charge a different price to each of its customers. If it
could, it would charge each customer the maximum price that the customer is
willing to pay for each unit bought. We call this maximum price the customer’s
reservation price. The practice of charging each customner his or her reservation  reservation price Maximum

price is called perfect first-degree price discrimination.! Let’s see how it affects ~ Pprice that a customer is will-
the firm's profit. ing to pay for a good.

MR

o* Quantity

If a firm can charge only one price for all its customers, that price will }:‘)e p* anfi th
quantity produced will be Q*. Ideally, the firm would like to charge a higher price fc
consumers willing to pay more than P*, thereby capturing some Qf the consume
surplus under region A of the demand curve. The firm wqﬂd also like to sell to cont ;
sumers willing to pay prices lower than P*, but only ?f doing so does not entail low

ering the price to other consumers. In that way, the firm could also capture some 9
the surplus under region B of the demand curve.

First, we need to know the profit that the firm earns when it charges only the . o
. . . . . - 4 . first-degree price discrim-
single price P* in Figure 11.2. To find out, we can add the profit on each incre-  jnation  Practice of charging
mental unit produced and sold, up to the total quantity Q*. This incremental  each customer her reservation
profit is the marginal revenue less the marginal cost for each unit. In Figure 11.2, ~ Price.

—

We are assuming that each customer buys one unit of the good. If a customer bought more than
Ofe unit, the firm would have to charge different prices for each of the units.
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In §8.1, we explain that a
firm'’s profit-maximizing out-
put is at the point at which
marginal revenue is equal to
marginal cost.

variable profit Sum of prof-
its on each incremental unit
produced by a firm; i.e., profit
ignoring fixed costs.

Chapter 11

el incremental revenue earned from each additional unit sold is simply the price
Consumer surplus whnena

. - Surp -1 for it: it i oiv ; v
Py single price P* is charged aid for thé'lt unit; it 1S‘the§efore given b}. the dem.and, curve.
Gince price discrimination does not affect the firm'’s cost structure, the cost of
Variable profit when a each additional unit is again given by the firm’s marginal cost curve. Therefore,
single price P*is charged e additional profit from producing and selling an incremental unit is now the differ-
$/Q \ ance betwoeen deiand and marginal cost. As long as demand exceeds marginal cost,
S Additional profit from

the firm can increase its profit by expanding production. It will do so until it pro-
duces a total output Q**. At Q*, demand is equal to marginal cost, and produc-
ing any more reduces profit.

Variable profit is now given by the area between the demand and marginal
cost curves.” Observe from Figure 11.2 how the firm’s profit has increased. (The
additional profit resulting from price discrimination is shown by the purple
shaded area.) Note also that because every customer is being charged the maxi-
mum amount that he or she is willing to pay, all consumer surplus has been cap-
tured by the firm.

In practice, perfect first-degree price discrimination is almost never possible.
First, it is usually impractical to charge each and every customer a different price
(unless there are only a few customers). Second, a firm usually does not know
the reservation price of each customer. Even if it could ask how much each cus-
tomer would be willing to pay, it probably would not receive honest answers.
After all, it is in the customers’ interest to claim that they would pay very little.

Sometimes, however, firms can discriminate imperfectly by charging a few
different prices based on estimates of customers’ reservation prices. This prac-
tice is often used by professionals, such as doctors, lawyers, accountants, or
architects, who know their clients reasonably well. In such cases, the client’s
willingness to pay can be assessed and fees set accordingly. For example, a doc-
tor may offer a reduced fee to a low-income patient whose willingness to pay or
insurance coverage is low, but charge higher fees to upper-income or better-
insured patients. And an accountant, having just completed a client’s tax
returns, is in an excellent position to estimate how much the client is willing to
pay for the service.

Another example is a car salesperson, who typically works with a 15-percent
profit margin. The salesperson can give part of this margin away to the customer
by making a “deal,” or can insist that the customer pay the full sticker price. A
good salespersort knows how to size up customers and determine whether they
will look elsewhere for a car if they don’t receive a sizable discount (from the
salesperson’s point of view, a small profit is better than no sale and no profit),
but the customer in a hurry is offered little or no discount. In other words, a suc-
cessful car salesperson knows how to price discriminate!

Still another example is college and university tuition. Colleges don’t charge dif-
ferent tuition rates to different students in the same degree programs. Instead, they
offer finarcial aid, in the form of a scholarship or subsidized loan, which reduces
the ret tuition that the student must pay. By requiring those who seek aid to dis-
dlose information about family income and wealth, colleges can link the amount of
aid to ability (and hence willingness) to pay. Thus students who are financially well
off pay more for their education, while students who are less well off pay less.

serfect price discrimination
P P

Quantity

Because the firm charges each consumer her reservation price, it is profitable to
expand output to Q**. When only a single price, P* is charged, the firm’s variable
profit is the area between the marginal revenue and marginal cost curves. With per-
fect price discrimination, this profit expands to the area between the demand curve
and the marginal cost curve.

this marginal revenue is highest and marginal cost lowest for the first unit. For
each additional unit, marginal revenue falls and marginal cost rises. Thus the
firm produces the total output Q%, at which point marginal revenue and mar-
ginal cost are equal.

If we add up the profits on each incremental unit produced, we obtain the
firm’s variable profit: the firm’s profit, ignoring its fixed costs. In Figure 11.2,
variable profit is given by the yellow-shaded area between the marginal revenue
and marginal cost curves.* Consumer surplus, which is the area between the
average revenue curve and the price P* that customers pay, is outlined as a black
triangle.

Now, what happens if the firm can perfectly price discriminate? Because
each consumer is charged exactly what he or she is willing to pay, the marginal
revenue curve is no longer relevant to the firm’s output decision. Instead, the

% Recall from Chapter 10 that because total profit 7 is the difference between total revenue R and
total cost C, incremental profit is just Aw = AR — AC = MR — MC. Variable profit is found by sumz

ming all the A#s, and thus it is the area between the MR and MC curves This igpores fixed szf;/ Incremental profitis again A7 = AR — AC, but AR is given by the price to each customer (i.e., the
which are independent of the firm’s output and pricing decisions. Hence, total profit equals variabie average revenue curve), so Aw = AR — MC. Variable profit is the sum of these A7s and is given by

profit minus fixed cost. the area between the AR and MC curves.

Pricing with Market Power
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second-degree price discrimi-
nation Practice of charging
different prices per unit for
different quantities of the
same good or service.

Chapter 11

5/Q

Quantity

Firms usually don’t know the reservation price of every consumer, but sometim
reservation prices can be roughly identified. Here, six different prices are charge‘
The firm earns higher profits, but some consumers may also benefit. With a singl
price P%, there are fewer consumers. The consumers who now pay Ps or P enjoy
surplus.

> Qs Quantity

D

1st Block 2nd Block 3rd Block

 Different prices are charged for different quantities, or “blocks,” of the same good.
. Here, there are three blocks, with corresponding prices P;, P>, and P;. There are also
economies of scale, and average and marginal costs are declining. Second-degree
price discrimination can then make consumers better off by expanding output and

lowering cost.
L

Figure 11.3 illustrates this kind of imperfect first-degree price discrimination.
Here, if only a single price were charged, it would be P,. Instead, six different
prices are charged, the lowest of which, P, is at about the point where marginal
cost intersects the demand curve. Note that those customers who would not
have been willing to pay a price of P, or greater are actually better off in this sit-
uation—they are now in the market and may be enjoying at least some con-
suwmer surplus. In fact, if price discrimination brings enough new customers into
the market, consumer welfare can increase to the point that both the producer
and consumers are better off.

Another example of second-degree price discrimination is block pricing by
electric power companies, natural gas utilities, and municipal water companies.
With block pricing, the consumer is charged different prices for different quanti-
~ ties or “blocks” of a good. If scale economies cause average and marginal costs
to decline, the government agency that controls rates may encourage block pric-
ing. Because it leads to expanded output and greater scale economies, this policy
can increase consumer welfare while allowing for greater profit to the company:
While prices are reduced overall, the savings from the lower unit cost still per-
mits the company to increase its profit.

Figure 11.4 illustrates second-degree price discrimination for a firm with
declining average and marginal costs. If a single price were charged, it would be
Py, and the quantity produced would be Q,. Instead, three different prices are
charged, based on the quantities purchased. The first block of sales is priced at
P, the second at P-, and the third at Ps.

Second-Degree Price Discrimination

In some markets, as each consumer purchases many units of a good over any
given period, his or her demand declines with the number of units purchased.
Examples include water, heating fuel, and electricity. Consumers may each put:
chase a few hundred kilowatt-hours of electricity a month, but their willingness
to pay declines with increasing consurnption. The first 100 kilowatt-hours m‘ﬁ?
be worth a lot to the consumer—operating a refrigerator and providing for mif-
imal lighting. Conservation becomes easier with the additional units and may be ’
worthwhile if the price is high. In this situation, a firm can discrimminate a'ccf'Jl'd'
ing to the quantity consumed. This is called second-degree price discrimind
tion, and it works by charging different prices for different quantities of the
same good or service. )
Quantity discounts are an example of second-degree price discrimination- A
single roll of Kodak film might be priced at $5, while a box containing four £0ﬁ§
of the same film might be priced at $14, making the average price per 1'011~50-SQ‘ ,
Similarly, the price per ounce for breakfast cereal is likely to be smaller for the
24-ounce box than for the 16-ounce box.

Third-Degree Price Discrimination

Awell-known liquor company has what seems to be a strange pricing practice.
The company produces a vodka that it advertises as one of the smoothest and
best-tasﬁng available. This vodka is called “Three Star Golden Crown,” and it is
sold for about $16 a bottle.* However, the company also takes some of this same

—

We have changed the names to protect the innocent.
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block pricing Practice of
charging different prices for
different quantities or
“blocks” of a good.
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third-degree price discrimi-
nation Practice of dividing
consumers into two or more
groups with separate demand
curves and charging different
prices to each group.

Chapter 11

vodka and bottles it under the name “Old Sloshbucket,” which is sold for aboy
$8 a bottle. Why does it do this? Has the president of the company been spepg
ing too much time near the vats?

Perhaps, but this liquor company is also practicing third-degree price g
crimination, and it does it because the practice is profitable. This form of pries
discrimination divides consumers into two or more groups with separgg
demand curves for each group. It is the most prevalent form of price discrimina;
tion, and examples abound: regular versus “special” airline fares; premium vey.
sus nonpremium brands of liquor, canned food or frozen vegetables; discouns
to students and senior citizens; and so on. '

The firm should increase its sales to each group of consumers, Q; and (Q,, until
the incremental profit from the last unit sold is zero. First, we set incremental
proﬁt for sales to the first group of consumers equal to zero:

Am _ A(PQy)  AC _ .
AQ, AQ, AQ,

Here, A(PQ1)/AQ; is the incremental revenue from an extra unit of sales to the
first group of consumers (i.e, MR;). The next term, AC/AQ;, is the incremental
ost of producing this extra unit—i.e., marginal cost, MC. We thus have

Creating Consumer Groups In each case, some characteristic is used ¢
divide consumers into distinct groups. For many goods, for example, studen
and senior citizens are usually willing to pay less on average than the rest of th
population (because their incomes are lower), and identity can be readily estap
lished (via a college ID or driver’s license). Likewise, to separate vacationer
from business travelers (whose companies are usually willing to pay highe
fares), airlines can put restrictions on special low-fare tickets, such as requiring
advance purchase or a Saturday night stay. With the liquor company, or the
premium versus nonpremium (e.g., supermarket label) brand of food, the lab
itself divides consumers; many consumers are willing to pay more for a namy
brand even though the nonpremium brand is identical or nearly identical (an
is in fact sometimes manufactured by the same company that produced the pr
mium brand).

If third-degree price discrimination is feasible, how should the firm decide what
price to charge each group of consumers? Let’s think about this in two steps.

MR, = MC
Similarly, for the second group of consumers, we must have
MR, = MC

putting these relations together, we see that prices and output must be set so that

MR, = MR, = MC (11.1)

Again, marginal revenue must be equal across groups of consumers and must
qual marginal cost.

nining Relative Prices Managers may find it easier to think in

_terms of the relative prices that should be charged to each group of consumers

_ and to relate these prices to the elasticities of demand. Recall from Section 10.1
that we can write marginal revenue in terms of the elasticity of demand:

1. We know that however much is produced, total output should be divided
between the groups of customers so that marginal revenues for each group
are equal. Otherwise, the firm would not be maximizing profit. For example,
if there are two groups of customers and the marginal revenue for the first
group, MR, exceeds the marginal revenue for the second group, MR,, the
firm could clearly do better by shifting output from the second group to the
first. It would do this by lowering the price to the first group and raising the
price to the second group. Thus whatever the two prices, they must be such
that the marginal revenues for the different groups are equal.

MR = P(1 + 1/E,)

Thus MR, = P;(1 + 1/E;) and MR, = P,(1 + 1/E,), where E; and E, are the elas-
ticities of demand for the firm’s sales in the first and second markets, respec-
_tively. Now equating MR, and MR, as in equation (11.1) gives the following rela-
_ tionship that must hold for the prices:

2. We know that total output must be such that the marginal revenue for each
group of consumers is equal to the marginal cost of production. Again, if
this were not the case, the firm could increase its profit by raising or lower-
ing total output (and lowering or raising its prices to both groups). For
example, suppose that marginal revenues were the same for each group of
consumers but that marginal revenue exceeded the marginal cost of pro:
duction. The firm could then make a greater profit by increasing its tofa
output. It would lower its prices to both groups of consumers, s0 that
marginal revenues for each group fell (but were still equal to each other)
and approached marginal cost (which would increase as total outpd
increased).

(11.2)

As you would expect, the higher price will be charged to consumers with the
ower demand elasticity. For example, if the elasticity of demand for consumers
ngroup 1is —2 and the elasticity for consumers in group 2 is — 4, we will have
Pi/Py=(1-1/4)/0 — 1/2) = (3/4)/(1/2) = 1.5. In other words, the price
charged to the first group of consumers should be 1.5 times as high as the price
charged to the second group.

Figure 11.5 illustrates third-degree price discrimination. Note that the
demand curve D, for the first group of consumers is less elastic than the curve
for the second group; the price charged to the first group is likewise higher. The
total quantity produced, Qr = Q; + Q,, is found by summing the marginal rev-
Ef“& curves MR, and MR, horizontally, which yields the dashed curve MRy, and
fmchng its intersection with the marginal cost curve. Because MC must equal

Let’s look at this problem algebraically. Let P, be the price charged to the firs
group of consumers, P, the price charged to the second group, and C(Qr) the
total cost of producing output Q7 = Q; + Q. In this case, total profit is given by

7= P,Q; + P,Q, — C(Qr)
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In our discussion of a rule of
thumb for pricing in §10.1,
we explained that a profit-
maximizing firm chooses an
output at which its marginal
revenue is equal to the price
of the product plus the ratio
of the price to the price elas-
ticity of dernand.
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. MR, and MR, we can draw a horizontal line leftward from this intersection to
‘ find the quantities Q; and Q,.
It may not always be worthwhile for the firm to try to sell to more than one
group of consumers. In particular, if demand is small for the second group and
;mrginal cost is rising steeply, the increased cost of producing and selling to this
group may outweigh the increase in revenue. In Figure 11.6, therefore, the firm is
getter off charging a single price P* and selling only to the larger group of con-
sumers: The additional cost of serving the smaller market would outweigh the
additional revenue that might come from the smaller market.

5/Q

Py

he producers of processed foods and related consumer goods often issue
Tcoupons that let customers buy products at discounts. These coupons are
usually distributed as part of an advertisement for the product. They may
appear In newspapers or magazines or in promotional mailings. For example, a
coupon for a particular breakfast cereal might be worth 25 cents toward the
purchase of a box of the cereal. Why do firms issue these coupons? Why not
 just lower the price of the product and thereby save the costs of printing and
_ collecting the coupons?
~ Coupons provide a means of price discrimination. Studies show that only
about 20 to 30 percent of all consumers regularly bother to clip, save, and use
coupons. These consumers tend to be more sensitive to price than those who
ignore coupons. They generally have more price-elastic demands and lower
Teservation prices. By issuing coupons, therefore, a cereal company can sepa-
rate its customers into two groups and, in effect, charge the more price-
sensitive customers a lower price than the other customers.

Rebate programs work the same way. For example, Kodak ran a program in
which a consumer could mail in a form together with the proof of purchase of
three rolls of film and receive a rebate of $1.50. Why not just lower the price of
film by 50 cents a roll? Because only those consumers with relatively price-
sensitive demands bother to send in the materials and request rebates. Again,
- the program is a means of price discrimination.

Can consumers really be divided into distinct groups in this way? Table 11.1
shows the results of a statistical study in which, for a variety of products, price
elasticities of demand were estimated for users and nonusers of coupons.’ This
study confirms that users of coupons tend to have more price-sensitive
_demands. It also shows the extent to which the elasticities differ for the two

groups of consumers and how the difference varies from one product to
another.

Quantity

Consumers are divided into two groups, with separate demand curves for each group. T;he optimal prices and qu i
tities are such that the marginal revenue from each group is the same and equal to margmal cost. Here grf)t.}p 1., wi

demand curve Dj, is charged P;, and group 2, with the more elastic demand curve D-, is charged the l_owe;{ pr_lce P ’
Marginal cost depends on the total quantity produced Qr. Note that Q, and Q- are chosen so that MR; = MR, = MC.

Quantity
N
The study is by Chakravarthi Narasimt “A Price Discrimination Theory of C ”
o . . a1 s es not always pay to sell Study ¥ Chakravarthi Narasimhan, “A Price Discrimination heory of Coupons,
Even if third-degree price d1§c11mu1§hon 18 fe.aSﬂj)l.e’ it (il_? S the fi z Ofou of co zfarkffmg Science (Spring 1984). A recent study of coupons for breakfast cereals finds that contrary to
both groups of consumers if marginal cost is rising. Here, the first g L‘_p ; . ; "hE‘VPrEcilctions of the price-discrimination model, shelf prices for cereals tend to be lower during
sumers, with demand D), are not willing to pay much for the product. It is unp g:imds wheq coupons are more widely available. This might occur becau§e couponing spurs more
itable to sell to them because the price would have to be too low to compensate _ 7fice competition among cereal manufacturers. See Aviv Nevo and Catherine Wolfram, “Prices and

. R i . _ -0upons for Breakfast Cereals,” National Bureau of Economic Research Working Paper No. 6932,
the resulting increase in marginal cost. — ebruary 1999 5
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PRICE ELASTICITY
Product Nenusers Users
Toilet tissue —0.60 —0.66
Stuffing/dressing -0 —0.96
Shampoo —0.84 —1.04
Cooking/salad oil -1.22 -1.32
Dry mix dinners —0.88 —1.09
Cake mix —-0.21 —0.43
Cat food —0.49 —-1.13
Frozen entrees —0.60 —0.95
Gelatin —-0497 —1.25
Spaghetti sauce —1.65 —1.81
Creme rinse/conditioner -0.82 —-1.12
Soups -~ 1.05 —-1.22
Hot dogs —0.59 -0.77

By themselves, these elasticity estimates do not tell a firm what price to set
and how large a discount to offer because they pertain to market demm‘zd, not to
the demand for the firm’s particular brand. For example, Table 11.1 indicates
that the elasticity of demand for cake mix is — 0.21 for nonusers of coupons afld
—0.43 for users. But the elasticity of demand for any of the eight or ten major
brands of cake mix on the market will be far larger than either of these num-
bers—about eight or ten times as large, as a rule of thumb.® So for any one

brand of cake mix, say, Pillsbury, the elasticity of demand for users of coupons

might be about — 4, versus about — 2 for nonusers. From equation (11.2), there-
fore, we can determine that the price to nonusers of coupons should be about

1.5 times the price to users. In other words, if a box of cake mix sells for $1.50,

the company should offer coupons that give a 50-cent discount.

ravelers are often amazed at the variety of fares available for a round-trip

flight from New York to Los Angeles. For example, the first-class far? V&;;;
recently above $3000; the regular (unrestricted) economy fare was about $1800;

o . o
8 This rule of thumb follows if interfirm competition can be described by the Cournot model, whi
we discuss in Chapter 12.

Chapter 11

FARE CATEGGRY
Elasticity First-Class Unrestricted Coach Discount
Price —-0.3 —-04 -0.9
Income 1.2 12 1.8

and special discount fares (often requiring the purchase of a ticket two weeks in
 advance and/or a Saturday night stayover) could be bought for as little as $400.
Although first-class service is not the same as economy service with a mini-
mum stay requirement, the difference would not seem to warrant a price that is
four times as high. Why do airlines set such fares?

These fares provide a profitable form of price discrimination. The gains
from discriminating are large because different types of customers, with very
 different elasticities of demand, purchase these different types of tickets. Table
11.2 shows price (and income) elasticities of demand for three categories of
service within the United States: first-class, unrestricted coach, and discount
tickets. (A discounted ticket often has restrictions and may be partly non-
refundable.)

Note that the demand for discounted fares is about two or three times as
price elastic as first-class or unrestricted coach service. Why the difference?
While discounted tickets are usually used by families and other leisure travel-
 ers, first-class and unrestricted coach tickets are more often bought by business
travelers, who have little choice about when they travel and whose companies
pick up the tab. Of course, these elasticities pertain to market demand, and
with several airlines competing for customers, the elasticities of demand for
each airline will be larger. But the relative sizes of elasticities across the three cat-
egories of service should be about the same. When elasticities of dernand differ
so widely, it should not be surprising that airlines set such different fares for
different categories of service.

Alrline price discrimination has become increasingly sophisticated in the
United States. A wide variety of fares is available, depending on how far in
advance the ticket is bought, the percentage of the fare that is refundable if
the trip is changed or cancelled, and whether the trip includes a weekend
stay.” The objective of the airlines has been to discriminate more finely among
travelers with different reservation prices. As one industry executive puts it,
“You don’t want to sell a seat to a guy for $69 when he is willing to pay

00.”% At the same time, an airline would rather sell a seat for $69 than leave
it empty.

Airlines also allocate the number of seats on each flight that will be available for each fare category.
f ¢ allocation is based on the total demand and mix of passengers expected for each flight, and can
ange as the departure of the flight nears and estimates of demand and passenger mix change.

The Art of Devising Air Fares,” New York Times, March 4, 1987,

Pricing with Market Power
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intertemporal price discrimi-
nation Practice of separating
consumers with different de-
mand functions into different
groups by charging different

prices at different points in time.

peak-load pricing Practice
of charging higher prices dur-
ing peak periods when capac-
ity constraints cause marginal
costs to be high.

Chapter 11

sn demand curve D,. Later, after this first group of consumers has bought the
roduct, the price is lowered tquz, and sales are made to the larger group of
consumers on demand curve D,.”

There are other examples of intertemporal price discrimination. One involves
charging a high price for a first-run movie and then lowering the price after the
ovie has been out a year. Another, practiced almost universally by publishers,
is to charge a high price for the hardcover edition of a book and then to release
the paperback version at a much lower price about a year later. Many people
think that the lower price of the paperback is due to a much lower cost of pro-
duction, but this is not true. Once a book has been edited and typeset, the mar-
gmal cost of printing an additional copy, whether hardcover or paperback, is
quite low, perhaps a dollar or so. The paperback version is sold for much less not
pecause it is much cheaper to print but because high-demand consumers have
already purchased the hardbound edition. The remaining consumers—paper-
pack buvers—generally have more elastic demands.

1.3

Two other closely related forms of price discrimination are important and
widely practiced. The first of these is intertemporal pr-ice disAcFimination: sepa-
rating consumers with different demand functions into dlfteren't groups by
charging different prices at different points in time. The seconq Is peak-loag
pricing: charging higher prices during peak periods Wh€n capacity constraints
cause marginal costs to be high. Both of these strategies involve chargmg differ.
ent prices at different times, but the reasons for doing so are somewhat differens
in each case. We will take each in tuin.

=]

intertemporal Price Discrimination

The objective of intertemporal price discrimination is to divide consumers intg
high-demand and low-demand groups by charging a price that is high at first
but falls later. To see how this strategy works, think about how an electronics ;
company might price new, technologically advanced equipment, such as videg.
cassette recorders during the 1970s, compact disc players in the early 1980s, and, ’
more recently, DVD systems. In Figure 11.7, D, is the (inelastic) demand curve

for a sinall group of consumers who value the product highly and do not want
to wait to buy it (e.g., stereo buffs who value high-quality sound and want the
latest equipment). D, is the demand curve for the broa.der group of consumers
who are more willing to forgo the product if the price is too high. The strategyé
then, is to initially offer the product at the high price P;, selling mostly to consumers

peak-Load Pricing

Peak-load pricing also involves charging different prices at different points in
time. Rather than capturing consumer surplus, however, the objective is to
_increase economic efficiency by charging consumers prices that are close to mar-
ginal cost.

For some goods and services, demand peaks at particular times—for roads
_and tunnels during commuter rush hours, for electricity during late summer
fernoons, and for ski resorts and amusement parks on weekends. Marginal
cost is also high during these peak periods because of capacity constraints.
Prices should thus be higher during peak periods.

This is illustrated in Figure 11.8, where D, is the demand curve for the peak
period and D, the demand curve for the nonpeak period. The firm sets marginal
_revenue equal to marginal cost for each period, obtaining the high price P, for
the peak period and the lower price P, for the nonpeak period, selling corre-
sponding quantities Q; and Q.. This strategy increases the firm’s profit above
what it would be if it charged one price for all periods. It is also more efficient:
The sum of producer and consumer surplus is greater because prices are closer
fomarginal cost.

The efficiency gain from peak-load pricing is important. If the firm were a
regulated monopolist (e.g., an electric utility), the regulatory agency should set
the prices P, and P at the points where the demand curves, D, and D,, intersect
the marginal cost curve, rather than where the marginal revenue curves intersect
marginal cost. In that case, consumers realize the entire efficiency gain.

Note that peak-load pricing is different from third-degree price discrimina-
tion. With third-degree price discrimination, marginal revenue must be equal for
each group of consumers and equal to marginal cost. Why? Because the costs of
Serving the different groups are not independent. For example, with unrestricted
Yersus discounted air fares, increasing the number of seats sold at discounted
fares affects the cost of selling unrestricted tickets—marginal cost rises rapidly
as the airplane fills up. But this is not so with peak-load pricing (and for that

Quantity

Consumers are divided into groups by changing the price over time. @haﬂy, tﬁ -
price is high. The firm captures surplus from consumers who have a lpgh dem;ﬂt
for the good and who are unwilling to wait to buy it. Later, the price is reduced!
appeal to the mass market.

The prices of new electronic products also come down over time because costs fall as producers
igm to achieve greater scale economies and move down the learning curve. But even if costs did not
4 producers can make more money by first setting high prices and then reducing them over time,
fereby discriminating and capturing consumer surplus.
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In §9.2, we explain that eco-
nomic efficiency means that
aggregate consumer ginc.l pro-
ducer surplus is maximized.
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for the new hardbound edition and $10 is the right price for the paperback edi-
tion? And how long should it wait before bringing out the paperback edition?
The key is to divide consumers into two groups, so that those who are willl-
ing to pay a high price do so and only those unwilling to pay a high price wait
and buy the paperback. This means that significant time must bc()e allowed to
ass before the paperback is released. If consumers know that the paperback
will be available within a few months, they will have little incentive toI}DJu 7 the
hardbound edition.’” On the other hand, if the publisher waits too long to grincr
out the paperback edition, interest will wane and the market will dr}?up As Z
result, publishers typically wait 12 to 18 months before releasing pa e.rback
editions. 8 pep
What about price? Setting the price of the hardbound edition is difficult
' pecause, except for a few authors whose books always seem to sell, publishers
have little data with which to estimate demand for a book that is Iabout to be
ublished. Often, they can judge only from the past sales of similar books. But
] usually only aggregate data are available for each category of book. Most 'new
novels, theref.or"e, are released at similar prices. It is clgar, however; that those
consumers willing to wait for the paperback edition have demands that are far
- more elastic than those of bibliophiles. It is not surprising, then, that paperback
editions sell for so much less than hardbound ones." ~ I P

5/Q

D, = AR,

MR,
D, = AR,

Quantity

M

Demands for some goods and services increase sharply during particular times
the day or year. Charging a higher price P, during the peak periods is more pro.
itable for the firm than charging a single price at all times. It is also more effici
because marginal cost is higher during peak periods.

114 The Two-Part Taritf

The two-part tariff is related to price discriminati i
sC 4 i
The two-part fafith 1s e }31 rimination and provides another  two-part tariff Form of pric-
means of extrad g mer surplus. It requires consumers to pay a fee up ~ ngin which consumers are
ront for the right to buy a product. Consumers then pay an additional fee for charged both an entry and a
each unit of the pfjoduct they wish to consume. The classic example of this is an usage fee
amusgment park. ) You pay an admission fee to enter, and you also pay a certain
irinount for each ride. The owner of the park must decide whether to charge a
h gh entrance fee and a low price for the rides or, alternatively, to admit people
for free but charge high prices for the rides. ’
The two-part tariff | ied i i i f
oy arlpa ot 12115j bfeep—appl1ed in many settings: tennis and golf clubs
o th} . mern erlsh1p fee plus a fee for each use of a court or round of
go h, e rental of la'rge mainframe computers (a flat monthly fee plus a fee for
f:ec 1un1t ?f pfrocessmg time consumed); telephone service (a monthly hook-up
us . oy . ;

Campera a fee for me%sage units). The‘stlategy also applies to the sale of Polaroid

e s (you pa%f for the camera, which lets you productively consume the film

; you pay for by th ‘azor /
i l}ets pay for by th§ package) angl safety razors (you pay for the razor,

you consume the blades that fit only that brand of razor).

matter, with most instances of intertemporal price discrimination). Selling more
tickets for the ski lifts or amusement park on a weekday does not significantly
raise the cost of selling tickets on the weekend. Similarly, selling more electricity
during the off-peak period will not significantly increase the cost of selling elec-
tricity during the peak period. As a result, price and sales in each period canbe
determined independently by setting marginal cost equal to marginal revente
for each period. '

Movie theaters, which charge more for evening shows than for matinees, at
another example. For most movie theaters, the marginal cost of serving cus
tomers during the matinee is independent of the marginal cost during the
evening. The owner of a movie theater can determine the optimal prices for the
evening and matinee shows independently, using estimates of demand in each
period along with estimates of marginal cost. '

—
o
Som o )
; becausz ;:tqnsumers will buy the hardbound edition even if the paperback is already available
fat llow ub- ot is more tjlurable and more attractive on a bookshelf. This must be taken i ;
of a book allows P selfing prices, but it is of secondary importance compared with i ¢ taken info account when
: i 3 red w i icerimina b
consumers diffef b with intertemporal price discrimination.

me COn

f[ublishing both hardbound and paperback editions
Il lishers to price discriminate. As they do with most goods,

considerably in their willingness to pay for books. For example, sO

sumers want to buy a new bestseller as soon as it is released, even if the price®
railable

$25. Other consumers, however, will wait a year until the book is av :
paperback for $10. But how does a publisher decide that $25 is the right price

3

Hardb iti
et auf:)t?;?s aﬂnd P:lperback editions are often published by different companies. The author’s
Drotect e n he frlt? ]t; to the two ed.lt'lOHS, but the contract for the paperback specifies a delay to
ey anl 1 es of the ardbound edition. The principle still applies, however. The length of the
Sy e prices of the bwo editions are chosen to price discriminate intertemporally. N

£33

“This pricing i

A strategy was first analyzed by Walter Oi, “ i ; : .

fora Mickoo & 8. ! 3 y Walter Oi, “A Disneyland Dilemma: Two-Part Tari
Mickey Mouse Monopoly,” Quarterly Journal of Economics (February 1971): 77—96‘,\ art Tariits
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Quantity B MC
~D,
The consumer has demand curve D. The firm maximizes profit by setting usage f D,
P equal to marginal cost and entry fee T equal to the entire surplus of the consum
v_m
' Qs Q Quantity

The problem for the firm is how to set the entry fee (which we denote by T) ver. FIGU
sus the usage fee (which we denote by P). Assuming that thg firm has some market
power, should it set a high entry fee and low usage fee, or vice vgrsa? To see how a
firm can solve this problem, we need to understand the basic principles involved

e profit-maximizing usage fee P* will exceed marginal cost. The entry fee T* is
equal to the surplus of the consumer with the smaller demand. The resulting profit is
aT* + (P* — MCO)(Q, + Q). Note that this profit is targer than twice the area of
triangle ABC.

Single Consumer Let us begin with an artificial but simple case. Suppose
there is only one consumer in the market (or many consumers with 1dentir:afi
demand curves). Suppose also that the firm knows this consumer’s demand
curve. Now, remember that the firm wants to capture as much consumer surplus
as possible. In this case, the solution is straightforward: Set the usage fee P equal
to marginal cost and the entry fee T equal to the total consumer surplus for each
consumer. Thus, in Figure 11.9, the consumer pays T* (or a bit less) to use jﬁhe ;
product, and P* = MC per unit consumed. With the fees set in this way, the firm

captures all the consumer surplus as its profit.

But there is always a trade-off: A lower entry fee means more entrants and thus
more profit from sales of the item. However, as the entry fee becomes smaller
and the number of entrants larger, the profit derived from the entry fee will fall.
The problem, then, is to pick an entry fee that results in the optimum number of
_entrants—that is, the fee that allows for maximum profit. In principle, we can do
this by starting with a price for sales of the item P, finding the optirnum entry fee
T, and then estimating the resulting profit. The price P is then changed, and the
_corresponding entry fee calculated, along with the new profit level. By iterating
this way, we can approach the optimal two-part tariff.
Figure 11.11 illustrates this principle. The firm's profit 7 is divided into two
-~ womponents, each of which is plotted as a function of the entry fee T, assuming a
fixed sales price P. The first component, 7, is the profit from the entry fee and is
qual o the revenue 1(T)T, where 11(T) is the number of entrants. (Note that a
igh T implies a small 12.) Initially, as T is increased from zero, revenue n(T)T
tises. Eventually, however, further increases in T will make 1 so small that 1(T)T
alls. The second component, 7, is the profit from sales of the item itself at price
and is equal to (P — MC)Q, where Q is the rate at which entrants purchase the
tem. Q will be larger the larger the number of entrants /1. Thus 7, falls when T is
creased because a higher T reduces 1.
Starting with a number for P, we determine the optimal (profit-maximizing)
; We then change P, find a new T*, and determine whether profit is now
gher or lower. This procedure is repeated until profit has been maximized.
Obviously, more data are needed to design an optimal two-part tariff than to
‘ hoose a single price. Knowing marginal cost and the aggregate demand curve
s with STot enough. It is impossible (in most cases) to determine the demand curve of
Very consumer, but one would at least like to know by how much individual
fmands differ from one another. If consumers’ demands for your product are

Two Consumers Now, suppose there are two different consumers (or two
groups of identical consumers). The firm, however, can set only ore entry fee
and one usage fee. It would thus no longer want to set the usage fee equalto
marginal cost. If it did, it could make the entry fee no larger than the consumer
surplus of the consumer with the smaller demand (or else it woulc} lose that con
sumer), and this would not yield a maximum profit. Instead, the firm should ?ei
the usage fee above marginal cost and then set the entry fee equal to the remain-
ing consumer surplus of the consumer with the smaller demal?d, MC?
Figure 11.10 illustrates this. With the optimal usage fee at P* greater than e
the firm’s profit is 2T* + (P* — MC)(Qy + Q). (There are tWo consumers, 2 L
each pays T*.) You can verify that this profit is more than twice the area of m}f;ﬁ ~
gle ABC, the consumer surplus of the consurner with the smaller demand W.
P = MC. To determine the exact values of P* and T* the firm would need ’:2
know (in addition to its marginal cost) the demand curves D; and D.. IF Wﬁﬂli&{;
then write down its profit as a function of P and T and choose the two pr'1ces
maximize this function. (See Exercise 10 for an example of how to do this.)

Many Consumers Most firms, however, face a variety of consumert -
different demands. Unfortunately, there is no simple formula. to calculaeir
optimal two-part tariff in this case, and some trial and error might be requi
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Profit

Total profit 7 is the sum of the profit from the entry fee 7, and the profit from sales
.. Both 77, and 7, depend on T, the enfry fee. Therefore:

m=m,+ 7 =T+ (P~ MC)Q(1)

where 71 is the number of entrants, which depends on the entljg fee T,. a1'1d. Qis th
ich 1 ) ‘ger e T% 1 rofit-maximizing
rate of sales, which is greater the larger is 1. Here T* is the profit-ma g entry

Chapter 11

n 1971, Polaroid introduced its new SX-70 camera. This camera was sold, not
leased, to individual consumers. Nevertheless, because film was sold sepa-
rately, Polaroid could apply a two-part tariff to the pricing of the SX-70. Let’s
see how this pricing strategy gave Polaroid greater profits than would have
been possible if its camera had used ordinary roll film, and how Polaroid might
have determined the optimal prices for each part of its two-part tariff. Some
time later, Kodak entered the market with a competing self-developing film
and camera. We will also consider the effect of Kodak’s entry into the market
on Polaroid’s prices and profits.

Why did the pricing of Polaroid’s cameras and film involve a two-part tariff?
Because Polaroid had a monopoly on both its camera and the film, only
Polaroid film could be used in the camera. Consumers bought the camera and
film to take instant pictures: The camera was the “entry fee” that provided
access to the consumption of instant pictures, which was what consumers ulti-
mately demanded.” In this sense, the price of the camera was like the entry fee
at an amusement park. However, while the marginal cost of allowing someone
entry into the park is close to zero, the marginal cost of producing a camera is
significantly above zero, and thus had to be taken into account when designing
the two-part tariff.

fee, aiven P. To calculate optimum values for Pand T, we can s’rayt with a number fo V
P f/;i;d the optimumn T, and then estimate the resulting proht. P is then changed and
the corresponding T is recalculated, along with the new profit level.

=

fairly similar, you would want to charge a price P thgt is_ close to inar,gmal. cost
and make the entry fee T large. This is the ideal situation from the firm’s point of
view because most of the consumer surplus coul_d then be captured. On the
other hand, if consumers have different demands for vour product, you would -
probably want to set P substantially above marginal cost and charge a’lovf’er

entrv fee T. In that case, however, the two-part tariff is a much less effective
means of capturing consumer surplus; setting a single price may do almost as
) e;lit Disnevland in California and Disneyworld in Florida, th.e strategy is to
charge a high entry fee and charge 1‘1othu:1g for the rides. Tl_usA po.hc’y 1?1a‘kes sense
because consumers have reasonably similar demapds for Disney \.acatlorftsé
Most people visiting the parks plan da'ilyt budgets (including expencil.lftfurei e;
food and beverages) that, for the majority of consumers, do not differ vei}
mul'fi1;n1s are perpetually searching for innovlaﬂt‘ive. priciﬁng §t1‘ftegie5, and af fet;‘i_ ~
have devised and introduced a two-part taritt with a “twist —the.gntry eev

entitles the customer to a certain number of free units. For example, if you bU}ﬁz
Gillette razor, several blades are usually included in the package. And toe
monthly lease fee for a mainframe computer usually i.ncludes some fl‘eey};;iit

before L_lsage is charged. This twist lets the firm set a higher entry feT T “1,- o ,
losing as many small customers. Because theseA small customers }1113 1ttpa2 et

or nothing for usage under this sche‘me, the higher e'ntry fee will ccjtpour A
surplus without driving them out of the market, while also capturing m ;

the surplus of the large customers.

It was important that Polaroid have a monopoly on the film as well as the
camera. If the camera had used ordinary roll film, competitive forces would
have pushed the price of film close to its marginal cost. If all consumers had
identical demands, Polaroid could still have captured all the consumer surplus
by setting a high price for the camera (equal to the surplus of each consumer).
But in practice, consuimers were heterogeneous, and the optimal two-part tariff
required a price for the film well above marginal cost. (In fact Polaroid got—
and still gets—most of its profits from film rather than cameras.) Polaroid
needed its monopoly on the film to maintain this high price.

How should Polaroid have selected its prices for the camera and film? It
could have begun with some analytical spadework. Its profit is given by

)

r=PQ + nT — C(Q) — Cy(n)

where P is the price of the film, T the price of the camera, Q the quantity of film
sold, i1 the number of cameras sold, and C,(Q) and C,(i7) the costs of producing
film and cameras, respectively.

Polaroid wanted to maximize its profit 7, taking into account that Q and #

- depend on P and T. Given a heterogeneous base of potential consumners, this

dependence on P and T might only have been guessed at initially, drawing on
knowledge of related products. Later, a better understanding of demand and of

how Q and 1 depend on P and T might have been possible as the firm accumu-
lated data from its sales experience. Knowledge of C, and C, may have been

We are simplifying here. In fact, some consumers obtain utility just from owning the camera, even
they take few or no pictures. Adults, like children, enjoy new toys and can obtain pleasure from the
Mere possession of a technologically innovative good.
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easier to come by, perhaps from engineering and statistical studies (as dj.
cussed in Chapter 7). ~
Given some initial guesses or estimates for Q(P), n(T), C,(Q), and Cg(;{} ,
Polaroid could have calculated the profit-maximizing prices P and . It COulé
also have determined how sensitive these prices were to uncertainty oye,
demand and cost. This could have provided a guideline for trial-and-errq;
pricing experiments. Over time these experiments would also have tolq
Polaroid more about demand and cost, so that it could refine its two-part tarif
accordingly."
Did the entry of Kodak with a competing instant camera and film mean that
Polaroid lost its ability to use a two-part tariff to extract consumer surplus?
No—only Polaroid film could be used in Polaroid cameras, and Polaroid st}
had some monopoly power to exploit. However, its monopoly power was
reduced, the amount of consumer surplus that could potentially be extracted
was smaller, and prices had to be changed. With demand now more elastic
Polaroid would have wanted to reduce the price of its cameras Signiﬁcanth;
(and indeed it did). In 1984, the courts ruled that Kodak’s camera and film
involved a patent infringement, and Kodak was forced to withdraw from the
instant-picture market in 1985. Polaroid took advantage of this situation by
introducing new cameras and films to appeal to different consumers. :
In 1996, Polaroid’s Orne Step cameras sold for $35 to $60 and used Polaroid
600 film, which was priced at about 514 per pack of 10 pictures. Polaroid’s
higher-end Spectra cameras sold for above $100 and used Spectra film, priced
at about $13 per pack. These film prices were well above marginal cost, reflect-
ing the considerable heterogeneity of consumer demands. In 1999 Polaroid
introduced its [-Zone camera and film, which takes matchbook-size pictures.
The camera was priced at $25 and the film at S7 per pack.

st telephone service is priced using a two-part tariff: a monthly access
|V il fee, which may include some free minutes, plus a per-minute charge for
additional minutes of usage. This is also true for cellular phone service, which
grew explosively during the 1990s, both in the United States and around the
world. In the case of cellular service, providers have taken the two-part tariff
and turned it into an art form. ‘
In most parts of the United States, consumers can choose between two 0f
more cellular providers that offer local service within the region. In the Boston ‘
area, for example, consumers can choose between Bell Atlantic and Cellular
One. The service area might have a radius of 50 or 100 miles. If a consumet
places calls outside that service area, the call is picked up by a different
provider and the consumer pays so-called “roaming” charges. Alternatively, 2
consumer can choose cellular service with a national provider such as AT&Tor

HGetting prices for a product such as a Polaroid camera is clearly not a simple matter. We hfwg
osts fall as the frm

ignored the dynamic behavior of cost and demand: namely, how production ¢
moves down its learning curve and how demand changes over time as the market becomes saturate®

Chapter 11

- Gprint. With these providers, the service area is most of the United States, so
there are few or no “roaming” charges. ,

Most‘ consumers, therefore, have at least three or four cellular providers to
choose from. Providers compete among themselves for customers, but each has
some market power. This market power arises in part from olioopé)hstic pricing
and output decisions, as will be explained in Chapters 12 and (133. Market powe?
also arises because consumers face switching costs: When they sign up for a
- cellular plan, they must typically make a commitmnent to stay with it for at least
one yeal:

B?caklse.pltO\.fide1's have market power, they must think carefully about
profit-maximizing pricing strategies. The two-part tariff provides an ideal
- means b.y which cellular providers can capture consumer surplus and turn it
into profit.

Table 11.3 shows cellular rate plans (for 1999) for the digital services offered
by two providers. The first, Bell Atlantic, offers local servicoe in the Boston area
The second, AT&T, is a national provider. “

Note that each provider offers several different plans. The least expensive
Bell Atlantic plan has a monthly access charge of just $19.99; it includes ,PZO min-
utes of free air time and a charge of 35 cents per minute beyond the free 20 min-
utes. Other Bell Atlantic plans have higher monthly access charges b;t offer
1arg§r amounts of free monthly minutes and lower per-minute charges for
additional minutes. The most expensive plan has a monthly access charge of
$199.99 but offers 2500 free minutes and charges only 15 cents per addit(ijonal
minute. AT&T likewise has several different plans, although the variation in
prices is not as great as with Bell Atlantic. 7

V\//hy do these cellular phone providers offer several different plans? Why
don't they supp}y offer a single two-part tariff with a monthly access charge
and a per-minute usage charge? Offering several different plans allovf,fs

A. BELL ATLANTIC DIGITAL CHOICE
i MamZ.ZZ ;élccess Airtime Minutes Additional
ge Included Minutes

DC20 $19.99 20 $.35

0C90 29.99 90 .30

BC500 49.99 500 .25
DC1000 89.99 1000 ; .20

DC2000 149.99 2000 .20

DC2500 199.99 2500 15
s B. AT&T DIGITAL ONE RATE

600 $89.99 600 $.25

1000 119.99 1000 .25
ﬂ 149.99 1400 .25

Pricing with Market Power
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; Chapter 11 Pricing with Market Power 393
companies to combine third-degree price discrimination with the two-part ta.
iff. The plans are structured so that consumers sort themselves into groypg
based on their plan choices. A different two-part tariff is then applied to each
group.

To see how this works, consider some of the Bell Atlantic plans. The leag;

To see how a film company can use this heterogeneity to its advantage, sup-

ose that there are fiwo movie theaters and that their reservation prices for our
wwo films are as follows:

expensive plan, DC20, is best suited for someone who uses a cell phone o GONE WITH T, .
occasionally and wants to spend as little as possible on the service. The m?s}; ' HE NG GETTING GERTIE'S GARTER
expensive plar, DC2500, is best suited for a very heavy cellular user, perhaps 5 Theater A $12,000 $3000
salesperson who makes calls from a car throughout the day and wants to minj. Theater B $10,000 $4000

mize per-minute cost. Other plans, such as DC500 or DC1000, are better suiteg

for consumers with moderate needs.

Consumers will choose a plan that best matches their needs. Thus they wijj
sort themselves into groups, and the consumers in each group will be relatively
homogenous in terms of demands for cellular service. Remember that the twg
part tariff works best when consumers have identical or very similar demands,
(Recall from Figure 11.9 that with identical consumers, the two-part tariff canbe. .
used to capture all consumer surplus.) Creating a situation in which consumers
sort themselves into groups in this way makes best use of the two-part tariff.

If the films are rented separately, the maximum price that could be charged
for Wind is $10,000 because charging more would exclude Theater B. Simﬂaorly
the maximum price that could be charged for Gertie is $3000. Charging these two/
prices would yield $13,000 from each theater, for a total of $26,000 51 revenue
But suppose the films are bundled. Theater A values the pair. of films at $15 OOd
12,000 + $3000), and Theater B values the pair at $14,000 ($10,000 + $4dOO)
Therefore, we can charge each theater $14,000 for the pair of films and 'earn a

_— total revenue of $28,000. Clearly, we can earn more revenue (32000 more) by
bundling the films.

*i,@ Bundimg Relative Valuations

Why is bundling more profitable than selling the films separately? Because (in
this example) the relative valuations of the two filims are reversed. In other words
although both theaters would pay much more for Wind than for Gertie Theater,
Awould pay more than Theater B for Wind ($12,000 vs. $10,000), while ﬁwater B
would pay more than Theater A for Gertie ($4000 vs. $3000). In technical terms
we say that the demands are negatively correlnted—the customer willing to pa};
the most for Wind is willing to pay the least for Gertie. To see why this isccritical,

suppose demands were positively correlated—that is, Theater A would pay more
for both films:

You have probably seen the 1939 film, Gone with the Wind. It is a classic thatis
nearly as popular now as it was then.”® Yet we would guess that you have not
seen Getting Gertie’s Garter, a flop that the same film company (Loews) also pro-
duced in 1939. And we would also guess that you did not know that these two
films were priced in what was then an unusual and innovative way.'®

Movie theaters that leased Gone with the Wind also had to lease Getting Gertie's

Garter. (Movie theaters pay the film companies or their distributors a daily

or weekly fee for the films they lease.) In other words, these two films were

bundling Practice of selling ~ bundled—i.e, sold as a package. Why would the film company do this?

two or more products as a You mieht think that the answer is obvious: Gone with the Wind was a great

package. film and éei'tie was a lousy film, so bundling the two forced movie theateors fo GONE WITH THE WIND GETTING GERTIE'S GARTER
lease Gertie. But this answer doesn’t make economic sense. Suppose a theater’s Theater A $12,000 $4000
reservation price (the maximum price it will pay) for Gone with the Wind is Theater B 5
$12,000 per week, and its reservation price for Gertie is $3000 per week. Then the 10,000 $3000

most it would pay for botl films is $15,000, whetler it takes the films individu-
ally or as a package.

Bundling makes sense when custoners have heterogeneous demands and when
the firm cannot price discriminate. With films, different movie theaters serve dit
ferent groups of patrons and therefore different theaters may face different
demands for films. For example, different theaters might appeal to different age
groups, who in turn have different relative film preferences.

The most that Theater A would pay for the pair of films is now $16,000, but the
mOSF that Theater B would pay is only $13,000. Thus if we bundléd tiie firlms the
maximum price that could be charged for the package is $13,000, yielding a tlotal
fevenue of $26,000, the same as by selling the films separz.itelyv ,

an;\llogv, tlelpposg a firm is selling two different goods to many consumers. To
desc}r]'l g? ti}f p0551b}e advantages of bundling, we will use a simple diagram to
- thei- e prefele‘nces of.tllie consumers in terms of their reservation prices
horizom; lcogSL}mPtlon.dec.:lswns given fhe prices charged. In Figure 11.12 the
N ﬂax1§ is ’17 wh1c.:h is the reservation price of a consumer for good 1, and
e C\c tE:tXlS is 15, which is the reservation price for good 2. The figure shows
5 1 1r : ion prices for three consumers. Consumer A is willing to pay up to
; good 1 and up to $6 for good 2; consumer B is willing to pay up to $8.25

15 Adjusted for inflation, Gone with the Wind was also the largest grossing film of all time. Tifﬁff§ff
released in 1997, made $601 million. Gone with the Wind grossed $81.5 million in 1939 dollars, whi
is equivalent to $941 million in 1997 dollars.

7z - . . . . ;
16 Eor those readers who claim to know all this, our final trivia question is: Who played the rolett
Gertie in Getting Gertie's Garter?
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Reservation prices r, and r, for two goods are shown for three consumers, labeled A
B, and C. Consumer A is willing to pay up to $3.25 for good 1 and up to $6 for.
good 2.

Consumers compare the sum of their reservation prices, r; + r,, with the price of the
bundle Ps. They buy the bundle only if r; + r,is at least as large as P.

for good 1 and up to $3.25 for good 2; and consumer C is willing to pay up to $10
for each of the goods. In general, the reservation prices for any number of cons
surners can be plotted this way.

Suppose that there are many consumers and that the products are sold sepa-
rately, at prices P; and P,, respectively. Figure 11.13 shows how consumers can
be divided into groups. Consumters in region I of the graph have 1'e5er\rathn
prices that are above the prices being charged for each of the goods, so they will

buy both goods. Consurners in region II have a reservation price for good 2 that
isabove P, but a reservation price for good 1 that is below P;; they will buy only
good 2. Similarly, consumers in region IV will buy only good 1. Finally, con-
sumers in region III have reservation prices below the prices charged for each of
 the goods, and so will buy neither.
Now suppose the goods are sold only as a bundle, for a total price of Py We
aan then divide the graph into two regions, as in Figure 11.14. Any given con-
sumer will buy the bundle only if its price is less than or equal to the sum of that
consumer’s reservation prices for the two goods. The dividing line is therefore
the equation Py = r; + 71 or, equivalently, r, = Py — r;. Consumers in region I

" have reservation prices that add up to more than Py, so they will buy the bundle.
i I ! Consumers in region II, who have reservation prices that add up to less than Py,
) will not buy the bundle.

Consumers buy Consumers buy Dependfrw on the prices, some of the consumers in region II of Figure 11.14

only good 2 both goods . =} ) =) =
might have bought one of the goods if they had been sold separately. These con-
sumers are lost to the firm, however, when it sells the goods only as a bundle.

P, The firm, then, must determine whether it can do better by bundling.
I v In general, the effectiveness of bundling depends on the extent to which
demands are negatively correlated. In other words, it works best when con-
Consumers buy Consumers buy sumers who have a high reservation price for good 1 have a low reservation
neither good only good 1 price for good 2, and vice versa. Figure 11.15 shows two extremes. In part (a),
each point represents the two reservation prices of a consumer. Note that the
_ demands for the two goods are perfectly positively correlated—consumers with
Py "

ahigh reservation price for good 1 also have a high reservation price for good 2.
If the firm bundles and charges a price Py = Py + P,, it will make the same
Profit that it would make by selling the goods separately at prices P, and P,. In
Part (b), on the other hand, demands are perfectly negatively correlated—a
higher reservation price for good 2 imnplies a proportionately lower one for good
.1- In this case, bundling is the ideal strategy. By charging the price Py shown in
the figure, the firm can capture all the consumer surplus.

The reservation prices of consumers in region I exceed the prices P, and P, fofl‘bt
two goods, so these consumers buy both goods. Consumers in regions Iand IV
only one of the goods, and consumers in region Il buy neither good.
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Reservation prices 11 and 7, for two goods are shown for three consumers, labeled A,‘ji
B and C. Consumer A is willing to pay up to $3.25 for good 1 and up to $6 for ;

good 2. :

for good 1 and up to $3.25 for good 2; and consumer C is willing to pa}L* up tfo $10
' rati 1 7 number o -
for each of the goods. In general, the reservation prices for any num con
sumers can be plotted this way. y
Suppose that there are many consumers and that the products are sold sepa-
respectively. Figure 11.13 shows how consumers can
ers in region I of the graph have reservation
ng charged for each of the goods, so they will

rately, at prices P; and P,
be divided into groups. Consum
prices that are above the prices bei

"‘ I 1

Consumers buy
both goods

Consurners buy
only good 2

I v

Consumers buy
only good 1

Consumers buy
neither good

. . . . r &\e .
The reservation prices of consumers in region 1 exceed the prices P, and Pé ?\37 o
two goods, so these consumers buy both goods. Consumers in regions I an 1

only one of the goods, and consumers in region Il buy neither good. u
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Consumers compare the sum of their reservation prices, r; + r,, with the price of the
pundle Pg. They buy the bundle only if 7, + 7, is at least as large as Pj.

buy both goods. Conswmers in region II have a reservation price for good 2 that
isabove P, but a reservation price for good 1 that is below Py; they will buy only
good 2. Similarly, consumers in region IV will buy only good 1. Finally, con-
sumers in region [II have reservation prices below the prices charged for each of
the goods, and so will buy neither.

Now suppose the goods are sold only as a bundle, for a total price of P5. We
can then divide the graph into two regions, as in Figure 11.14. Any given con-
sumer will buy the bundte only if its price is less than or equal to the sum of that
consumer’s reservation prices for the two goods. The dividing line is therefore
the equation Py = r; + 1 or, equivalently, r, = Py — r;. Consumers in region I
have reservation prices that add up to more than Py, so they will buy the bundle.
Consumiers in region II, who have reservation prices that add up to less than Py,
will not buy the bundle.

Depending on the prices, some of the consumers in region II of Figure 11.14
might have bought one of the goods if they had been sold separately. These con-
sumers are lost to the firm, however, when it sells the goods only as a bundle.
The firm, then, must determine whether it can do better by bundling.

In general, the effectiveness of bundling depends on the extent to which
demands are negatively correlated. In other words, it works best when con-
sumers who have a high reservation price for good 1 have a low reservation
price for good 2, and vice versa. Figure 11.15 shows two extremes. In part (a),
each point represents the two reservation prices of a consumer. Note that the
demands for the two goods are perfectly positively correlated—consumers with
2 high reservation price for good 1 also have a high reservation price for good 2.
If the firm bundles and charges a price Py = Py + P,, it will make the same
profit that it would make by selling the goods separately at prices P, and P,. In
part (b), on the other hand, demands are perfectly negatively correlated—a
higher reservation price for good 2 implies a proportionately lower one for good
L In this case, bundling is the ideal strategy. By charging the price Py shown in
the figure, the firm can capture all the consumer surplus.

Pricing with Market Power
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In (a), demands are perfectly positively correlated, so the firm does not gain by bundling. It Woul;l earn the same
profit by selling the goods separately. In (b), demands are perfectly negatively correlated. Bundling is the ideal strat-‘:

egy—all the consumer surplus can be extracted. E

Figure 11.16, which shows the movie example that we introduc.ed at the
beginning of this section, illustrates how the demands of the th) movie thgaters
are negatively correlated. (Theater A will pay relatively more for Gorne with the
Wind, but Theater B will pay relatively more for Getting Gertie's Garter.) This
makes it more profitable to rent the films as a bundle, priced at $14,000.

(Gertie)

)

$10,000

5,000
4,000
3,000

't
(Wind)

Consumers A and B are two movie theaters. The diagram shows.their reservah(g; ;
prices for the films Gore with the Wind and Getting Gertie’s Garter. Since the demant

are negatively correlated, bundling pays.
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pixed Bundling

5o far, we have assumed that the firm has two options: to sell the goods either
Sepal‘ately or as a bundle. But there is a third option, called mixed bundling. As
the name suggests, the firm offers its products botl separately and as a bundle,
with a package price below the sum of the individual prices. (We use the term
ure bundling to refer to the strategy of selling the products only as a bundle.)
Mixed bundling is often the ideal strategy when demands are orly somewhat
negatively correlated and/or when marginal production costs are significant.
Thus far, we have assumed that marginal production costs are zero.)

In Figure 11.17, mixed bundling is the most profitable strategy. Although
demands are perfectly negatively correlated, there are significant marginal costs.
(The marginal cost of producing good 1 is $20, and the marginal cost of produc-
ing good 2 is $30.) We have four consumers, labeled A through D. Now, let’s
compare three strategies:

mixed bundling Practice of
selling two or more goods
both as a package and indi-
vidually.

pure bundling Practice of
selling products only as a
package.

. Selling the goods separately at prices P; = $50 and P>, = $90

. Selling the goods only as a bundle at a price of $100

. Mixed bundling, whereby the goods are offered separately at prices
P, = P, = $89.95, or as a bundle at a price of $100.

Table 11.4 shows these three strategies and the resulting profits. (You can try
other prices for Py, P5, and Py to verify that those given in the table maximize

With positive marginal costs, mixed bundling may be more profitable than pure

bundling Consumer A has a reservation price for good 1 that is below marginal cost

¢, and consumer D has a reservation price for good 2 that is below marginal cost c,.

_With mixed bundling, consumer A is induced to buy only good 2, and consumer D is
_Induced to buy only good 1, thus reducing the firm’s cost.
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P1 Pz PB

PROAT

Sell separately $50 390 — $150
Pure bundling — — $100 $200
Mixed bundling $89.95 $89.95 $100 $229.90

profit for each strategy.) When the goods are sold separately, only consumers B,
C, and D buy good 1, and only consumer A buys good 2; total profit is
3($50 — $20) + 1($90 — $30) = $150. With pure bundling, all f?ur consumers
buy the bundle for $100, so that total profit is 4(5100 — $20 — $30) = $200. Ag
we should expect, pure bundling is better than selling the goods separately
because consumers’ demands are negatively correlated. But what about mixed
bundling? Now consumer D buys only good 1 for $89.95, consumer A buys only
good 2 for $89.95, and consumers B and C buy the bundle for 5100. Total profit is
now (689.95 — $20) + (389.95 — $30) + 2($100 — 820 — $30) = $229.90.

In this case, mixed bundling is the most profitable strategy, even though
demands are perfectly negatively correlated (i.e., all four consumers have reser-
vation prices on the line r, = 100 — ). Why? For each good, marginal produc-
tion cost exceeds the reservation price of one consumer. For example, consumer
A has a reservation price of $90 for good 2 buta reservation priFe of only $10 for
good 1. Since the cost of producing a unit of good 1 is $20, the firm ‘would prefer
that consumer A buy only good 2, not the bundle. It can achieve.thls b\ offerir.lg
good 2 separately for a price just below consumer A’s reservation price, while
also offering the bundle at a price acceptable to consumers B a.nd C. .

Mixed bundling would not be the preferred strategy in tl‘us. examplg if mar-
ginal costs were zero, because then there would be no benefit in excluqmg cor}-
sumer A from buying good 1 and consumer D from buying good 2. We leave it
to you to demonstrate this (see Exercise 12).7 ‘ .

If marginal costs are zero, mixed bundling can still be more profitable than
pure bundling if consumers’ demands are not perfectly negatively correlated.
(Recall that in Figure 11.17, the reservation prices of the four consuImers are per-
fectly negatively correlated.) This is illustrated by Figure 11.13, in which e have
modified the example of Figure 11.17. In Figure 11.18, margn@l costs arle Zero,
but the reservation prices for consumers B and C are now higher. Let’s once
again compare three strategies: selling the two goods separately, pure bundling,
and mixed bundling. )

Table 11.5 shows the optimal prices and the resulting profits for Se‘ach strategy-
(Once again, you should try other prices for Py, P., and Pp to verify that tl105§
given in the table maximize profit for each strategy.) When the goods are SolB
separately, only consumers C and D buy good 1, arlFl only consumers A and ,.
buy good 2; total profit is thus $320. With pure bundling, all four consumer; bu\
the bundle for $100, so that total profit is $400. As expected, pure bundling 15
better than selling the goods separately because consumers’.demands are nega-
tively correlated. But mixed bundling is better still. With mixed bundling, con

17 5ometimes a firm with monopoly power will find it profitable to bundle its‘product \.vith the péOC{;
uct of another firm; see Richard L. Schmalensee, “Commodity Bundling by Single-Pro %ILE
Monopolies,” Journal of Law and Economics 25 (April 1982): 67-71. Bum;l/ling can also be p{oflt;a: ol
when the products are substitutes or complements. See A_r’thur Lexfbel, Bun”dhng of Substitutes

Complements,” International Journal of Industrial Organization 3(1985): 101-107.
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If marginal costs are zero, mixed bundling is still more profitable than pure bundling
if consumers’ demands are not perfectly negatively correlated. In this example, con-
sumers B and C are willing to pay $20 more for the bundle than are consumers A and
D. With pure bundling, the price of the bundle is $100. With mixed bundling, the

price of the bundle can be increased to $120 and consumers A and D can still be
charged $90 for a single good.

sumer A buvs only good 2, consumer D buys only good 1, and consumers B and
Cbuy the bundle at a price of $120. Total profit is now $420.

Why does mixed bundling give higher profits than pure bundling even
though marginal costs are zero? The reason is that demands are not perfectly
negativelv correlated: The two consumers who have high demands for both
goods (B and C) are willing to pay more for the bundle than are consumers A
and D. Hence, with mixed bundling, we can increase the price of the bundle

(from $100 to $120), sell this bundle to two consumers, and charge the remaining
consumers 590 for a single good.

Bundling in Practice

Bundling is a widely used pricing strategy. When you buy a new car, for exam-
ple, you can purchase such options as power windows, power seats, or a sur-
roof separately, or you can purchase a “luxury package” in which these options
are bundled. Manufacturers of luxury cars (such as Lexus, BMW, or Infiniti) tend

P, P, Py PROFIT
Sell separately $80 380 — $320
Pure bundling — — 3100 $400
Mixed bundling 390 390 $120 $420

Pricing with Market Power
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to include such “options” as standard equipment; this is pure bundling, gg,
more moderately priced cars, however, these items are optional but are usyay,
offered as part of a bundle. Automobile companies must decide which items ¢y
include in such bundles and how to price them.

Another example is vacation travel. If you plan a vacation to Europe, yo,

might make your own hotel reservations, buy an airplane. ticke-t, and order 4
rental car. Alternatively, you might buy a vacation package in which the airfare,
land arrangements, hotel, and even meals are all bundled together. .

Still another example is cable television. Cable operators typically offer 5
basic service for a low monthly fee, plus individual “premium” channels, such
as Cinemax, Home Box Office, and the Disney Channel on an individual basis
for additional monthly fees. However, they also offer packages in which two or
more premium channels are sold as a bundle. Bundling cable channels is prof.
itable because demands are negatively correlated. How do we know that? Given
that there are only 24 hours in a day, the time a consumer spends watching HBQ
is time that cannot be spent watching the Disney Channel. Thus consumers with
high reservation prices for some channels will have relatively low reservation
prices for others.

How can a company decide whether to bundle its products, a1.1d determine
the profit-maximizing prices? Most companies do not know their customers’
reservation prices. However, by conducting market surveys, they may be able to
estimate the distribution of reservation prices, and then use this information to
design a pricing strategy.

1I-Buy
Bundle
)
I-Buy ®
Nothing @
@ -]
e IV-Buy
e Only Good 1
® % @
Py Py el

The dots in this figure are estimates of reservation prices for a representative sample
of consumers. A company could first choose a price for the bundle, Py, such ﬂlfll_;
diagonal line connecting these prices passes roughly midway through the dots. The
company could then try individual prices P, and P,. Given Py, P, and Pp, profits dcfg’f
be calculated for this sample of consumers. One can then raise or lower Bl , P>, an figt
and see whether this leads to higher profits. This is done repeatedly until total pro
is roughly maximized.
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This is illustrated in Figure 11.19. The dots are estimates of reservation prices

fora representati\'e sample of consumers (obtained, say, from a market survey).
The company might first choose a price for the bundle, P, such that a diagonal
jine connecting these prices passes roughly midway through the dots in the fig-
are. It could then try indi\iidual prices P; and P.. Given l?l, P,, and Py, we can
Separate consumers into four regions, as shown in the figure. Consumers in
Region [ buy nothing (because r; < Py, 72 < P,, and r; + i» < Pg). Consumers in
Region I buy the bundle (because 1, + r, > Pj). Consumers in Region III buy
only good 2 (because r, > P, but r; < Py — P-). Likewise, consumers in Region
v buy only good 1. Given this distribution, we can calculate the resulting prof-
its. We can then raise or lower P, P», and P and see whether doing so leads to
higher profits. This can be done repeatedly (on a computer) until prices are
found that roughly maximize total profit.

Tany restaurants offer both complete dinners and a la carte menus. Why?
L Most customers go out to eat knowing roughly how much they are will-
ing to spend for dinner (and choose the restaurant accordingly). Diners, how-
ever, have different preferences. For example, some value appetizers highty but
could happily skip dessert. Others attach little value to the appetizer but regard
dessert as essential. And some customers attach moderate values to both appe-
tizers and desserts. What pricing strategy lets the restaurant capture as much
consumer surplus as possible from these heterogeneous customers? The
answer, of course, is mixed bundling.

For a restaurant, mixed bundling means offering both complete dinners (the
appetizer, main course, and dessert come as a package) and an a la carte menu
(the customer buys the appetizer, main course, and dessert separately). This
strategy allows the a la carte menu to be priced to capture consurner surplus
from customers who value some dishes much more highly than others. (Such
customers would correspond to consumers A and D in Figure 11.17.) At the
same time, the cornplete dinner retains those customers who have lower varia-
tions in their reservation prices for different dishes (e.g., customers who attach
moderate values to both appetizers and desserts).

For example, if the restaurant expects to attract customers willing to spend
about 820 for dinner, it might charge about $5 for appetizers, about $14 for a
typical main dish, and about $4 for dessert. It could also offer a complete din-
ner, which includes an appetizer, main course, and dessert, for $20. Then, the
customer who loves dessert but couldn’t care less about an appetizer will order
only the inain dish and dessert, and spend $18 (saving the restaurant the cost of
preparing an appetizer). At the same time, another customer who attaches a
moderate value (say, $3 or $3.50) to both the appetizer and dessert will buy the
complete dinner.

You don’t have to go to an expensive French restaurant to experierice mixed
bundling. Table 11.6 shows the prices of individual items at a Boston-area
McDonald’s, as well as the prices of “super meals” that include meat or fish
items along with a large order of French fries and a large soda. Note that you
can buy a Big Mac, a large fries, and a large soda separately for a total of $5.47,
0r you can buy them as a bundle for $4.19. You say you don't care for fries?

Pricing with Market Power
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Bl I
MEAL
(INCLUDES SODA UNMBUNDLED PRICE GF

INDIVIDUAL ITEM PRICE AND FRIES) PBICE BUNDLE SAVING f
Grilled Chicken $2.79 Grilled Chicken $5.87 $4.78 $1.09
Filet-0-Fish $2.09 Filet-0-Fish $5.17 $4.38 3079
Cheeseburger $0.99 Two Cheeseburgers $5.06 $3.78 $1.28
Double Cheeseburger $1.95 Double Cheesehurger $5.03 $3.78 $1.25
Big Mac $2.39 Big Mac $5.47 $4.19 $1.28
Quarter Pounder $2.39 Quarter Pounder $5.47 S4.19 $1.28
Large French Fries $1.79
Large Soda $1.29

Then just buy the Big Mac and large soda separately, for a total of $3.68, which

is $.51 less than the price of the bundle.

Unfortunately, for consumers, perhaps, creative pricing is sometimes more

important than creative cooking for the financial success of a restaurant

Successful restaurateurs know their customers’ demand characteristics and use

that knowledge to design a pricing strategy that extracts as much consumer

surplus as possible.

Tying

tying Practice of requiring
a customer to purchase one
good in order to purchase
another.

Tying is a general term that refers to any requirement that products be bought or
sold in some combination. Pure bundling is a comumon form of tying, but tying
can also take other forms. For example, suppose a firm sells a product (suchasa
copying machine) that requires the consumption of a secondary product (such
as paper). The consumer who buys the first product is also required to buy the
secondary product from the same company. This requirement is usually
imposed through a contract. Note that this is different from the examples of
bundling discussed earlier. In those examples, the consumer might have bee.R
happy to buy just one of the products. In this case, however, the first productis
useless without access to the secondary product. .
Why might firms use this kind of pricing practice? One of the main ben.efltsvaf
tying is that it often allows a firm to meter demand and thereby practice price dis-
crimination more effectively. During the 1950s, for example, when Xerox had &
monopoly on copying machines but not on paper, customers who leased Xerlzox
copiers also had to buy Xerox paper. This allowed Xerox to meter consumption
(customers who used a machine intensively bought more paper), and thereby
apply a two-part tariff to the pricing of its machines. Also during the 1950s, IBM
required customers who leased its mainframe computers to use paper computer
cards made only by IBM. By pricing cards well above marginal cost, IBM was

effectively charging higher prices for computer usage to customers with larger

demands.'®

¥ However, antitrust actions forced IBM to discontinue this pricing practice

Chapter 11

Tying can also be used to extend a firm's market power. As we discussed in
Example 10.6, in 1998 the Department of Justice brought suit against Microsoft,
Jaiming that the company had tied its Internet Explorer Web browser to its
windows 98 operatirig system in order to maintain its monopoly power in the
market for PC operating systems.

Tving can have other uses. An important one is to protect customer goodwill
mm’\ected with a brand name. This is why franchises are often required to pur-
chase inputs from the franchiser. For example, Mobil Oil requires its service sta-
Hons to sell only Mobil motor oil, Mobil batteries, and so on. Similarly, until
recently, a McDonald’s franchisee had to purchase all materials and supplies—
from the hamburgers to the paper cups—from McDonald’s, thus ensuring prod-
uct uniformity and protecting the brand name."

We have seen how firms can utilize their market power when making pricing
decisions. Pricing is important for a firm, but most firms with market power
have another important decision to make: how much to advertise. In this sec-
tion, we will see how firms with market power can make profit-maximizing
advertising decisions, and how those decisions depend on the characteristics of
demand for the firm’s product.”

For simplicity, we will assume that the firm sets only one price for its product.
We will also assume that having done sufficient market research, it knows how
its quantity demanded depends on both its price P and its advertising expendi-
tures in dollars A; that is, it knows Q(P,A). Figure 11.20 shows the firm’s demand
and cost curves with and without advertising. AR and MR are the firm'’s average
and marginal revenue curves when it does not advertise, and AC and MC are its
average and marginal cost curves. It produces a quantity Q;, where MR = MC,
and receives a price Py. Its profit per unit is the difference between P, and aver-
age cost, so its total profit 7, is given by the gray-shaded rectangle.

Now suppose the firm advertises. This causes its demand curve to shift out
and to the right; the new average and marginal revenue curves are given by AR’
and MR'. Advertising is a fixed cost, so the firm’s average cost curve rises (to
ACH. Marginal cost, however, remains the same. With advertising, the firm pro-
duces Q; (where MR" = MC) and receives a price P,. Its total profit 7, given by
the purple-shaded rectangle, is now much larger.

While the firm in Figure 11.20 is clearly better off advertising, the figure does
not help us determine how much advertising it should do. It must choose its price
Pand advertising expenditure A to maximize profit, which is now given by:

7= PQ(P,A) — C(Q) - A

—

: Ir} some cases, the courts have ruled that tying is not necessary to protect customer goodwill and is
anticompetitive. Today, a McDonald’s franchisee can buy supplies from any McDonald’s approved
SOU_YCE. For a discussion of some of the antitrust issues involved in franchise tying, see Benjamin
Klein and Lester F. Saft, “The Law and Economics of Franchise Tving Contracts,” Jourial of Law and
Economics 28 (May 1985): 345-61 ’ )

Aperfectly competitive firm has little reason to advertise, since by definition it can sell as much as

i . . . . R
‘%fPrOduces at a market price that it takes as given That is why it would be unusual to see a producer
fcom or soybeans advertise.
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In §7.2, marginal cost—the
increase in cost that results
from producing one extra
unit of output—is distin-
guished from average cost—
the cost per unit of output.
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AR and MR are average and marginal revenue when. the firm doesn’t advert}se,gnd é&C 1and .M’C 1ari1 :c\{eira%:n izlﬁ
marginal cost. The firm produces Q, and receives a price P,. Its total .Proﬁt 7y 1S given ‘ y. the gray -f ha ) ;CC ) % t;
If the firm advertises, its average and marginal revenue curves shift to ’the rlgbt‘ A\fel.age. éost 115(.3.5 ; g < :;1
marginal cost remains the same. The firm now produces Q; (where MR’ = MC), and receives a price P;. lts t0

profit, 7, is now larger.

e This rule is often ignored by managers, who justify advertising budgets by com-

aring the expected benefits (i.e., added sales) only with the cost of the advertis-
ing. But additional sales mean increased production costs that must also be
o’ 5
~ iaken into account.”

A RBule of Thumb for Advertising

{ike the rule MR = MC, equation (11.3) is sometimes difficult to apply in prac-
tice. In Chapter 10, we saw that MR = MC implies the following rule of thumb
for pricing: (P — MC)/P = —1/Ep, where E; is the firm’s price elasticity of
demand. We can combine this rule of thumb for pricing with equation (11.3) to
obtain a rule of thumb for advertising.

First, rewrite equation (11.3) as follows:

AQ

P — MC)=—= =
(P=MOTY

1

Now multiply both sides of this equation by A/PQ), the advertising-to-sales ratio:

P—MC{AAQ}_ A
P QAA PQ

The term in brackets, (A/Q)(AQ/AA), is the advertising elasticity of demand:
the percentage change in the quantity demanded that results from a 1-percent
increase in advertising expenditures. We will denote this elasticity by E,.
Because (P — MC)/P must equal —1/E,, we can rewrite this equation as follows:

r A/PQ = —(E,/Ep) (11.4)

Equation (11.4) is a rule of thumb for advertising. It says that to maximize

1 ] I3 $1c11 74 1 - o - . - ' eQ

Given a price, more advertising will result in more sales and .tlnls?n:l/cne rev ehntLL
3 [ - 3 3 3 v “$1ci - - o .’ o

But what is the firm’s profit-maximizing advertising expenditure? ou mig ﬁi ;
tempted to say that the firm should increase 1ts advertising expel1d.1tures un
the last dollar of advertising just brings forth an additional dollay gt 1evenut;:~:
that is, until the marginal revenue from advertising, A(P,Q)/AA, is just equa S
1. But as Figure 11.20 shows, this reasoning omits an important elemtelrlé
Remember that advertising leads to increased output (in the figure, outp

increased from Q, to Q). But increased output in turn means increased produc
tion costs, and this must be taken into account when comparin

benefits of an extra dollar of advertising.

The correct decision is to increase advertising until the marginal revenue fro

an additional dollar of advertising, MR 4, just equals the f

that advertising. That full marginal cost is the sum of the dollar spent d‘irecﬂy OI;
the advertising and the marginal production cost resulting from the increase
sales that advertising brings about. Thus the firm should advertise up t

point that

AQ . AQ
MR, = P =1+ MCy

= full marginal cost of advertising

g the costs and

ull marginal cost of

profit, the firm's advertising-to-sales ratio should be equal to minus the ratio of
the advertising and price elasticities of demand. Given information (from, say,
market research studies) on these two elasticities, the firm can use this rule to
check that its advertising budget is not too small or too large.
To put this rule into perspective, assume that a firm is generating sales rev-
enue of 51 million per vear while allocating only $10,000 (1 percent of its rev-
enues) to advertising. The firm knows that its advertising elasticity of demand is
, so that a doubling of its advertising budget from $10,000 to $20,000 should
increase sales by 20 percent. The firm also knows that the price elasticity of
demand for its product is — 4. Should it increase its advertising budget, knowing
that with a price elasticity of demand of —4, its markup of price over marginal
cost is substantial? The answer is ves; equation (11.4) tells us that the firm’s
advertising—to—sales ratio should be —(.2/—4) = 5 percent, so the firm should
increase its advertising budget from $10,000 to $50,000.
This rule makes intuitive sense. It says firms should advertise a lot if (i)
e defnand is very sensitive to advertising (E , is large), or (ii) demand is not very
“ Price elastic (Ep is small). Although (i) is obvious, why should firms advertise

—_
3 - i ) o . - o
To derive this result using calculus, difterentiate 7(Q,A) with respect to 4, and set the derivative

(113 Equal to zero:
am/aA = P(aQ)/aA) — MC(aQ/oA) =1 =0

aean‘anging gives equation (11.3).
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In equation (10.1), we offer a
rule of thumb for pricing for
a profit-maximizing firm—
the markup over marginal
cost as a percentage of price
should equal minus the
inverse of the price elasticity
of demand.

advertising-to-sales ratio
Ratio of a firm’s advertising
expenditures to its sales.

advertising elasticity of
demand Percentage change
in quantity demanded result-
ing from a 1-percent increase
in advertising expenditures.
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more when the price elasticity of demand is small? A small elasticity of demang
implies a large markup of price over marginal cost. Theretere, the margina)
profit from each extra unit sold is high. In this case, if advertising can help se]] 5

. . . . RR
few more units, it will be worth its cost.”

SALES ADVERTISING RATIO (%}
Pain Medications
i
Tylenol 855 143.8 17
Advil 360 91.7 26
T n Example 10.2, we looked at the use of markup pricing by supermarkets, Bayer 170 43.8 %
convenience stores, and makers of designer jeans. We saw in each case how Excedrin 130 26.7 21
the markup of price over marginal cost depended on the firm’s price elasticity - .
of demand. Now let’s see why these firms, as well as producers of other goods, ﬂgclds
advertise as much (or as little) as they do. Alka-Seltzer 160 52.2 33
First, supermarkets. We said that the price elasticity ef.demand for a typical Mylanta 135 328 "
supermarket is around —10. To determine the advertising-to-sales ratio, we
also need to know the advertising elasticity of demand. This number can vary Tums 135 276 20
considerably depending on what part of the country the supermarket is located Cold Remedies (decongestants)
in and whether it is in a city, suburb, or rural area. A reasonable range, however, 5
Jr= . . ~ ) enadryl 130 30.9 24
would be 0.1 to 0.3. Substituting these numbers into equation (11.4), we find
that the manager of a typical supermarket should have an advertising budget Sudafed 115 28.6 25
of around 1 to 3 percent of sales—which is indeed what many supermarkets Cough Medicine
spend on advertising. -

P Convenience storZs have lower price elasticities of demand (around —5), but V'Ck.s . 350 26.6 8
their advertising-to-sales ratios are usually less than those for supermarkets Robitussin 205 37.7 19
(and are often zero). Why? Because convenience stores mostly serve customers Halls 130 17.4 13
who live nearby; they may need a few items late at night or may simply not Somrees New York Times. Semtember 27, 1903
want to drive to the supermarket. These customers already know about the i e5 oepember =/, 1P

convenience store and are unlikely to change their buying habits it the store
advertises. Thus E , is very small, and advertising is not worthwhile.

Advertising is quite important for makers of designer jeans, who will have
advertising-to-sales ratios as high as 10 or 20 percent. Advertising helps to
make consumers aware of the label and gives it an aura and image. We said
that price elasticities of demand in the range of —3 to —4 are typical for Fhe
major labels, and advertising elasticities of demand can range from .3 to as high
as 1. So, these levels of advertising would seem to make sense.

Laundry detergents have among the highest advertising-to-sales ratios of all
products, sometimes exceeding 30 percent, even though demand for any one
brand is at least as price elastic as it is for designer jeans. What justifies all the
advertising? A very large advertising elasticity. The demand for any one brand
of laundry detergent depends crucially on advertising; m:itlwut it, consumers
would have little basis for selecting that particular brand.”

Finally, Table 11.7 shows sales, advertising expenditures, and the ratio of the
two for leading brands of over-the-counter drugs. Observe that overall, the
ratios are quite high. As with laundry detergents, the advertising elasticity for
name-brand drugs is very high. Alka-Seltzer, Mylanta, and Tums, for instance,
are all antacids that do much the sarmne thing. Sales depend on consumer identi-
fication with a particular brand, which requires advertising.

1. Firms with market power are in an enviable position

ways to do this, and they usually involve setting more

> For an overview of statistical approaches to estimating the advertising elasticity of demand, 5€¢
Ernst R. Berndt, The Practice of Econonetrics (Reading, MA: Addison-Wesley, 1990), ch 8.

because they have the potential to earn large profits.

that the firm can sell to and capture as much con-
sumer surplus as possible. There are a number of

than a single price.

Realizing that potential, however, may depend criti- 3. Ideally, the firm would like to price discriminate
cally on pricing strategy. Even if the firm sets a single perfectly—i.e., to charge each customer his or her
™ Advertising often affects the price elasticity of demand, and this must be taken into account. For price, it needs an estimate of the elasticity of demand reservation price. In practice, this is almost always
¢ o / . ) c s - cre- - . R . . . . . P
some products, advertising broadens the market by attracting a large range of CLlStOH\tII.{, or b}bC;n for its output. More complicated strategies, which can impossible. On the other hand, various forms of im-
. ) - Y R ‘ : H . 41 have EO. R . s . . . . .. . .
ating a bandiwagon effect. This is likely to make demand more price elastic t}?” it would hat Tver- involve setting several different prices, require even perfect price discrimination are often used to increase
otherwise (But E, is likely to be large, so that advertising will still be worthwhile) Sometimes ac= more information about demand rofits
tising is used to differentiate a product from others (by creating an image, allure, or brand identific2 2 A i : . v . p . - . .
fion), making the product’s demand less price elastic than it would otherwise be « A pricing strategy aims to enlarge the customer base 4. The two-part tariff is another means of capturing con-
! [=]

sumer surplus. Customers must pay an “entrv” fee
that allows them to buy the good at a per-unit price.



408 Part3 Market Structure and Competitive Strategy
The two-part tariff is most effective when customer
demands are relativelv homogeneous.

When demands are heterogeneous and negatively
correlated, bundling can increase profits. With pure
bundling, two or more ditte1‘enF goods are sold only
as a package. With mixed bundling, the customer can
buyv the goods individually or as a package. Mlxeq
bundling can be more profitable than pure bundling if
marginal costs are significant or if demands are not
pertectly negatively correlated.

u

6. Bundling is a special case of tving, a requiremeng that

7. Advertising can further increase profits. The Profit. :

products be bought or sold in some combinatigy,
Tyving can be used to meter demand or to protect cus
tomer goodwill associated with a brand name.

maximizing advertising-to-sales ratio is equal in mug. .
nitude to the ratio of the advertising and price elagge.
ities of demand.

Suppose a firm can practice perfect, first—degree price
discrimination. What is the lowest price it will charge,
and what will its total output be? .

2. How does a car salesperson practice price discrimina-
tion? How does the ability to discriminate correctly
affect his or her earnings?

3. Electric utilities often practice second-degree price dis-
crimination. Why might this improve consumer welfare?

4. Give some examples of third-degree price discrimﬂina—
tion. Can third-degree price discrimination be etfec-
tive if the different groups of consumers have differ-
ent levels of demand but the same price elasticities?

5. Show why optimal, third-degree price discrimination

requires that marginal revenue for each group.o.f con-

sumers equals marginal cost. Use this ‘condmon to
explain how a firm should cha1_1ge its prices anq total
output if the demand curve for one group of con-
sumers shifted outward, so that marginal revenue for

that group increased .

When pricing automobiles, American car companies

typically charge a much higher percentage markup

over cost for “luxury operation” items (such as
leather trim, etc.) than for the car itself or for more

“basic” options such as power steering and automatic

transmission. Explain why. o

How is peak-load pricing a form of price discrimination?

Can it make consumers better off? Give an example.

[=2}

~

8. How can a firm determine an optimal two-part tarig

9. Why is the pricing of a Gillette safety razor a form of 3

10. Why did Loews bundle Gone with the Wind and

11. How does mixed bundling ditfer from pure

12. How does tving differ from bundling? Why mighta

13. Why is it incorrect to advertise up to the point that the

14. How can a firm check that its advertising-to-sales

if it has two customers with different demand curves?
(Assume that it knows the demand curves.)

two-part tariff? Must Gillette be a monopoly produc‘er
of its blades as well as its razors? Suppose you werg ;
advising Gillette on how to determine the two parfs
of the tariff. What procedure would vou suggest?

Getting  Gertie's  Garter? What characteristic of
© - . N -
demands is needed for bundling to increase profits?

bundling? Under what conditions is mixed bundling
preferable to pure bundling? Why do many restau-'
rants practice mixed bundling (bv offering a complete
dinner as well as an a la carte menu) instead of pure
bundling?

firm want to practice tving?

last dollar of advertising expenditures generates
another dollar of sales? What is the corvect rule for the
marginal advertising dollar?

ratio is not too high or too low? What informationk ; ‘
does it need?

1. Price discrimination requires the ability to sort cus-
tomers and the ability to prevent arbitrage, Explain
how the following can function as price discrimina-
tion schemes and discuss both sorting and arbitrage:
a. Requiring airline travelers to spend at léast‘ one

Saturday night away from home to qualify for a
low fare.

isti iveri rer as-
b. Insisting on delivering cement to buyvers and b2
ing prices on buyers’ locations.
Ting f - 'S al ritl ons that can
c. Selling food processors along with coup o
be sent to the manufacturer to obtain a $10 rﬁ?ba -
d. Offering temporary price cuts on bathroom tissué-
. - ’ . N \;'
e. Charging high-income patients more than lov
income patients for plastic surgery.

5. If the demand for drive-in movies is more elastic for
couples than for single individuals, it will be optimal
for theaters to charge one admission fee for the driver
of the car and an extra fee for passengers. True or
false? Explain.

3. In Example 11.1, we saw how producers of processed
foods and related consumer goods use coupons as a
means of price discrimination, Although coupons are
widely used in the United States, that is not the case
in other countries. In Germany, coupons are illegal.

a. Does prohibiting the use of coupons in Germany
make German consumers better off or worse off?

b. Does prohibiting the use of coupons make German
prodicers better off or worse off?

4. Suppose that BMW can produce any quantityv of cars
at a constant marginal cost equal to $15,000 and a
fixed cost of $20 million. You are asked to advise the
CEO as to what prices and quantities BMW should set
for sales in Europe and in the United States. The
demand for BMWs in each market is given by

II

Qr
and Qu = 5500 — 100P,

18,000 — 400P,

where the subscript F denotes Europe, the subscript U
denotes the United States, and all prices and costs
are in thousands of dollars. Assume that BMW can
restrict U.S. sales to authorized BMW dealers only.

a. What quantity of BMWs should the firm sell in
each market, and what will the price be in each
market? What will the total profit be?

b. If BMW were forced to charge the same price in
each market, what would be the quantity sold in
each market, the equilibrium price, and the com-
pany’s profit?

5 A monopolist is deciding how to allocate output
between two markets. The two markets are separated
geographically (East Coast and Midwest). Demand
and marginal revenue for the two markets are

[t

Py=15-Q, MR, =15-29,

Py 5 - 4Q,

[
.}
[S)]
I~

o}
3

MR, =

394

The monopolist’s total cost is C = 5 = 3(Q; + Qa).
What are price, output, profits, marginal revenues,
and deadweight loss (i) if the monopolist can price
discriminate? (ii) if the law prohibits charging differ-
eént prices in the two regions?

*6. Elizabeth Airlines (EA) flies only onie route: Chicago-
Honolulu. The demand for each flight on this route is
Q=500 - P. EA’s cost of running each flight is
$30,000 plus $100 per passenger.

a. What is the profit-maximizing price EA will
charge? How many people will be on each flight?
Whatis EA’s profit for each flight?
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b. EA learns that the fixed costs per flight are in fact

541,000 instead of $30,000. Will the airline stay in

business long? llustrate vour answer using a graph

of the demand curve that EA faces, EA’s average

cost curve when fixed costs are $30,000, and EA’s
average cost curve when fixed costs are 541,000.

c. Wait! EA finds out that two different types of people
flv to Honolulu. Tvpe 4 is business people with a de-
mand of Q, = 260 — 0.4P. Type B is students whose
total demand is Qy = 240 — 0.6P. The students are
easy to spot, so EA decides to charge them differ-
ent prices. Graph each of these demand curves and
their horizontal sum. What price does EA charge
the students? What price does it charge other cus-
tomers? How many of each type are on each flight?

d. What would EA’s profit be for each flight? Would
the airline stay in business? Calculate the con-
sumer surplus of each consumer group. What is
the total consumer surplus?

e. Before EA started price discriminating, how much
consumer surplus was the Type A demand getting
from air travel to Honolulu? Type B? Why did
total consumer surplus decline with price discrim-
nation, even though total quantity sold remained
unchanged?

7. Many retail video stores offer two alternative plans
for renting films:

A fwo-part tariff: Pav an annual membership fee
(e.g., 540) and then pay a small fee for the daily
rental of each film (e.g., $2 per film per day).

B Astraight rental fee: Pay no membership fee, but pay
a higher daily rental fee (e.g,, $4 per film per day).

What is the logic behind the two-part tariff in this

case? Why offer the custonier a choice of two plans

rather than simply a two-part tariff?

8. Sal’s satellite company broadcasts TV to subscribers

in Los Angeles and New York. The demand functions
for each of these two groups are

Q.\“\l = 50 d (1/3)P\‘)
Qi =80 — (Z/B)Pl_:\

where Q is in thousands of subscriptions per year and
P is the subscription price per vear. The cost of pro-
viding Q units of service is given by

C = 1000 + 30Q
where Q = Q\y + Q, ..

a. What are the profit-maximizing prices and quanti-
ties for the New York and Los Angeles markets?

b. As a consequence of a new satellite that the
Pentagon recently deploved, people in Los Angeles
receive Sal's New York broadcasts and people in
New York receive Sal’s Los Angeles broadcasts. As
a result, anyone in New York or Los Angeles can
receive Sal’s broadcasts by subscribing in either
city. Thus Sal can charge only a single price. What

120 32
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price should he charge, and what quantities will he
sell it New York and Los Angeles?

c. In which of the above situations, (a) or (b), is Sal
better off? In terms of consumer surplus, which sit-
uation do people in New York prefer and which do
people in Los Angeles prefer? Why?

You are an executive for Super Computer, Inc. (SC),

which rents out super computers. SC receives a fixed

rental pavment per time period in exchange for the
right to unlimited computing at a rate of P cents per
second. SC has two types of potential customers of
equal number—10 businesses and 10 academic insti-
tutions. Each business customer has the demand func-
tionQ = 10 — P, where Q is in millions of seconds per
month; each academic institution has the demand

Q =8 — P. The marginal cost to 5C of additional

computing is 2 cents per second, regardless of volume.

a. Suppose that you could separate business and aca-
demic customers. What rental fee and usage fee
would you charge each group? What are your profits?

b. Suppose you were unable to keep the two types of
customers separate and charged a zero rental fee.
What usage fee maximizes your profits? What are
vour profits?

¢. Suppose vou set up one two-part tariff —that is,
vou set one rental and one usage fee that both busi-
ness and academic customers pay. What usage and
rental fees will you set? What are yvour profits?
Explain why price is not equal to marginal cost.

As the owner of the only tennis club in an isolated

wealthy community, you must decide on membership

dues and fees for court time. There are two types of
tennis plavers. “Serious” plavers have demand

Q=6-P

where Q) is court hours per week and P is the fee per
hour for each individual player. There are also “occa-
sional” players with demand

Q=3 (1/2)P

Assume that there are 1000 players of each type.

Because you have plenty of courts, the marginal cost

of court time is zero. You have fixed costs of $5000 per

week. Serious and occasional players look alike, so
vou must charge them the same prices.

a. Suppose that to maintain a “professional” atmos-
phere, vou want to limit membership to serious
playvers. How should vou set the annual member-
ship dues and court fees (assume 52 weeks per
vear) to maximize profits, keeping in mind the
constraint that only serious plavers choose to join?
What are profits (per week)?

b. A friend tells you that vou could make greater
profits by encouraging both tvpes of plavers to
join. Is vour friend right? What annual dues and

11.

12.

13.

14.

court fees would maximize weekly profits? What

would these profits be?

c. Suppose that over the vears, young, upwardly
mobile professionals move to vour community, al
~ Jr

of whom are serious players. You believe there gy

now 3000 serious plavers and 1000 occasiona] play. ‘

ers. Is it still profitable to cater to the occasigng]

plaver? What are the profit-maximizing anpys|

dues and court fees? What are profits per week?

Look again at Figure 11.12 (p. 394), which shows the

reservation prices of three consumers for two goods

Assuming that marginal production cost is zerg for

both goods, can the producer make the most mones

by selling the goods separately,-b_\~ using pure .
bundling, or by using mixed bundling? What prices

should be charged?

Look again at Figure 11.17 (p. 397). Suppose the mar.

ginal costs ¢; and ¢, were zero. Show that in this case,
pure bundling, not mixed bundling, is the most prof-
itable pricing strategy. What price should be charged
for the bundle? What will the firm’s profit be?

Some years ago, an article appeared in the New York

Times about IBM's pricing policy. The previous day,
IBM had announced major price cuts on most of it
small and medium-sized computers. The article said:

IBM probably has no choice but to cut prices peri-
odically to get its customers to purchase more and.
lease less. If they succeed, this could make life

more difficult for IBM’s major competitors
Outright purchases of computers are needed for

ever larger IBM revenues and profits, says Morgan
Stanley’s Ulric Weil in his new book, Information

Systeins i the '80's. Mr. Weil declares that IBM car-
not revert to an emphasis on leasing.

a. Provide a brief but clear argument in support of the
claim that IBM should try “to get its customers o
purchase more and lease less.”

b. Provide a brief but clear argument against this

claim.

¢. What factors determine whether leasing or selling

is preferable for a company like IBM? Explain
briefly.

You are selling two goods, 1 and 2, to a market conz

sisting of three consumers with reservation prices a
follows:

RESERVATION FPRICE ()
Consumer Fori For2
A 10 70
B 40 40
c 70 10

The unit cost of each product is $20.

a. Compute the optimal prices and profits for (i) sell-
ing the goods separately, (ii) pure bundling, and
(iii) mixed bundling.

b. Which strategy is most profitable? Why?

 Your firm produces two products, the demands for

which are independent. Both products are produced
at zero marginal cost. You face four consumers (or
groups of consumers) with the following reservation
prices:

Consumer Good 1(8) Good 2 ()
A 30 90
B 40 60 |
c 50 40 j
D 90 30

a. Consider three alternative pricing strategies: (i)
selling the goods separately; (ii) pure bundling;
(ii1) mixed bundling. For each strategy, determine
the optimal prices to be charged and the resulting
profits. Which strategy is best?

b. Now suppose that the production of each good

entails a marginal cost of $35. How does this infor-
mation change vour answers to (a)? Why is the
optimal strategy now different?
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16. Acable TV company offers, in addition to its basic ser-

vice, two products: a Sports Channel (Product 1) and

a Movie Channel (Product 2). Subscribers to the basic

service can subscribe to these additional services indi-

vidually at the monthly prices P; and P, respectively,

or they can buy the two as a bundle for the price P;,

where P; < P + P,. They can also forgo the addi-

tional services and simply buy the basic service. The
company’s marginal cost for these additional services
is zero. Through market research, the cable company
has estimated the reservation prices for these two ser-
vices for a representative group of consumers in the
company’s service area. These reservation prices are

plotted (as x’s) in Figure 11.21, as are the prices P,, P,,

and Py that the cable company is currently charging.

The graph is divided into regions I, II, III, and IV,

a. Which products, if any, will be purchased by the
consumers in region I? In region II? In region II1?
In region IV? Explain briefly.

b. Note that the reservation prices for the Sports
Chanriel and the Movie Channel, as drawn in the
figure, are negatively correlated. Why would you,
or why would you not, expect consumers’ reserva-
tion prices for cable TV channels to be negatively
correlated?

c. The company’s vice president has said: “Because
the marginal cost of providing an additional chan-
nel is zero, mixed bundling offers no advantage
over pure bundling. Our profits would be just as
high if we offered the Sports Channel and the
Movie Channel together as a bundle, and only as a
bundle.” Do vou agree or disagree? Explain why:

Pg-P,
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d. Suppose the cable company continues to use mixed
bundling to sell these two services. Based on the
distribution of reservation prices shown in Figure
11.21, do vou think the cable company should alter
any of thé prices it is now charging? If so, how?

17. Consider a firm with monopoly power that faces the
demand curve

P =100 - 3Q + 447
and has the total cost function

C=4Q"+10Q + A

where A is the level of advertising expenditures, and

P and Q are price and output.

a. Find the values of A, Q, and P that maximize g,

firm’s profit.

b. Calculate the Lerner index of monopoly power
L = (P — MC)/P, for this firm at its profibmaxi:,,

mizing levels of A, Q, and P.

Chapter 11

Transfer Pricing in the Integrated Firm

5o far we have studied the firm'’s pricing decision assuming that it sells its out-
put in an outside market, i.e., to consumers or to other firms. Many firms, how-
ever, are vertically integrated-—they contain several divisions, with some divi-
sions producing parts and components that other divisions use to produce the
finished product.1 For example, each of the major U.S. automobile companies

has “upstream” divisions that produce engines, brakes, radiators, and other
components that the “downstreamn” divisions use to produce the finished prod-
ucts. Transfer pricing refers to the valuation of these parts and components within
fhe firm. Transfer prices are internal prices at which the parts and components
from upstream divisions are “sold” to downstream divisions. Transfer prices
must be chosen correctly because they are the signals that divisional managers
use to determine output levels.

This appendix shows how a profit-maximizing firm chooses its transfer prices
and divisional output levels. We will also examine other issues raised by vertical
integration. For example, suppose a computer firm’s upstream division pro-
duces memory chips used by a downstream division to produce the final prod-
uct. If other firms also produce these chips, should our firm obtain all its chips
from the upstream division, or should it also buy some on the outside market?
Should the upstrearn division produce more chips than the downstream divi-
sion needs and sell the excess in the market? How should the firm coordinate its
upstream and downstream divisions? In particular, can we design incentives for
the divisions that help the firm to maximize its profits?

We begin with the simplest case: There is no outside market for the output of
the upstream division—i.e., the upstream division produces a good that is nei-
ther produced nor used by any other firm. Next we consider what happens
when there is an outside market for the upstream division’s output.

Transfer Pricing When There Is No Outside Market

Consider a firm with three divisions: Two upstream divisions produce inputs to
adownstreamn processing division. The two upstream divisions produce quanti-
ties Q) and O, and have total costs C;(Q,) and C-(Q-). The downstream division
produces a quantity Q using the production function

Q=KL Q,Q)

f\"here Kand L are capital and labor inputs, and Q, and Q- are the intermediate
puts from the upstream divisions. Excluding the costs of the inputs Q, and Q,,
the downstream division has a total production cost C,(Q). Total revenue from
sales of the final product is R(Q).

Afirm is horizontally integraied when it has several divisions that produce the same or closely
ated products. Many firms are both vertically and horizontally integrated.

Pricing with Market Power 413

transfer prices Internal
prices at which parts and
components from upstream
divisions are “sold” to down-
stream divisions within a firm.
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In §10.1, we explain that a
firm maximizes its profit at
the output at which marginal
revenue is equal to marginal
cost.

(They can be used only by the downstream division.) Then the firm hag twg
problems: .

Chapter 11

We assume there are 10 outside iarkets for the intermediate inputs Q; ang Q and

™ = P0y — C5(Qs)
1. What quantities Q,, Q», and Q maximize its profit? L
2. Is there an incentive scheme that will decentralize the firm’s managemens
In particular, is there a set of transfer prices P; and P5, so that if each divisigy
maximizes its own divisional profit, the profit of the overall firnt will also be gy
mized?

Since the upstream divisions take P; and P, as given, they will choose Q, and Q
so that Py = MG, and P, = MC.. Similarly, the downstream division will maxi-
mize l
Q) = R(Q) - CAQ) — PQ; - P,Q,

To solve these problems, note that the firm’s total profit is

7(Q) = RQ) ~ CAQ) — C(Q) — CoQy) (A1)

Since the downstream division also takes P . L
- € 1and P, as given, it will ¢
and O» so that 2458 hoose Q;

Now, what is the level of Q, that maximizes this profit? It is the level at which f» (MR = MC,)MP, = NMR, = P

cost of the last unit of Qy is just equal to the additional reveiue it brings to the firm. The . ) ! ! (A11.4)
cost of producing one extra unit of Q; is the marginal cost AC;/AQ; = MC,. How and

much extra revenue results from that one extra unit? An extra unit of Q, allows

the firm to produce more final output Q of an amount AQ/AQ; = MP,, the mar- (MR = MC,)MP, = NMR, = P, (A1L5)

ginal product of Q;. An extra unit of final output results in additional revenge
AR/AQ = MR, but it also results in additional cost to the downstream division,
of an amount AC;/AQ = MC,. Thus the net marginal revenue NMR; that the firm
earns from an extra unit of Q; is (MR — MC,)MP,. Setting this equal to the mar-
ginal cost of the unit, we obtain the following rule for profit maximization:?

Note that by setting the transfer prices equal to the respective marginal costs
{Py = MC, and P, = MG,), the profit-maximizing conditions eiven bvoe uations
{A11.2) and (A11,3) will be satisfied. We therefore have a sim?ple solﬁtign to the
‘transfgr pricing problem: Set each transfer price equal to the marginal cost of the
respective upstrean division. Then when each division is required too maxi;nize it;
own pI‘OfIt., the quantities Q, and Q: that the upstream divisions will want to
produce will be the same quantities that the downstream division will want to
”bu}f,” anq they will maximize the firm'’s total profit.
o s Pl i el cample e Coritors
; gine Division produces engines, and the
downstream Assembly Division puts together automobiles, using onoe en /ine (and
_ afew other parts) in each car. In Figure A11.1, the average revgnue cur%ve AR is
Race Car Motorg’ demand curve for cars. (Note that the ﬁr(rjn has monopoly power
1r}.the autornpblle .rnar.ket.) MC,, is the marginal cost of assembling automobiles
: gwen. the engines (i.e., it does not include the cost of the encrines)tf Since the car/
; reqL‘ures one engine, the marginal product of the engines i: one. Therefore, the
curve labeled MR — MC , is also the net marginal revenue curve for engines: /

NMR, = (MR — MC,)MP; = MC, (A11.2) I ‘

Going through the same steps for the second intermediate input gives

NMR, = (MR — MC,MP, = MC, (A11.3) ]

Note from equations (A11.2) and (A11.3) that it is incorrect to determine the
firm’s final output level Q by setting marginal revenue equal to marginal cost for
the downstream division—i.e., by setting MR = MC,. Doing so ignores the cost
of producing the intermediate input. (MR exceeds MC; because this cost is posi-
tive.) Also, note that equations (A11.2) and (A11.3) are standard conditions of
marginal analysis: The output of each upstream division should be such that its
marginal cost is equal to its marginal contribution to the profit of the overall NMRg = (MR — MC,)MP; = MR — MC,

firm. ‘
Now, what transfer prices P; and P, should be “charged” to the downstream

division for its use of the intermediate inputs? Remember that if each of the
three divisions uses these transfer prices to maximize its own divisional profit.
the profit of the overall firm should be maximized. The two upstream divisions
will maximize their divisional profits, 7; and m,, which are given by ‘

m = PQ; — C4(Qy)

the'fikrllcie};;gcf’t‘t‘rr1a>;1’:}r1uz1ng num‘per of engines (and number of cars) is given by
e (o enf'n 0 " g net mgrgmal revenue curve NMR; with the marginal cost
e :g:esd. 1Ce. Having detter?mned the number of cars it will produce,
iy Seﬁ( }i strlnsflonal .cost functions, the management of Race Car Motors
s e transter price P; that correctly values the engines used to pro-

- 1ts cars. This is the transfer price that should be used to calculate divisional
Profit (and year-end bonuses for divisional managers). ’
granﬁew Pricing with a Competitive

utside Market

ow " iy .

s dSl;ppose there is a competitive outside market for the intermediate good pro-

ingle Y an upstream division. Since the outside market is competitive, there is a

~ market price at which one can buy or sell the good. Therefore, te mareial
4 [a)

: Using calculus, we can obtain this rule by differentiating equation (A11.1) with respect to Q¢
dr/dQ; = (dR/AQ)(#Q/6Q,) ~ (dC,/dQ)(8Q/5Q,) — dC,/dQ;
= (MR — MC,)MP, — MC,

Setting dw/dQ = 0 to maximize profit gives equation (A11.2)

Pricing with Market Power
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MR

4 Quantity
Q4=Qr —

Quantity
(MR — MC,,)

(MR -MC,,)

Fl

The firm’s upstream division should produce a quantity of engines QF_ th’at equates
its marginal cost of engine production MC¢ with the downstream division 5 net mar-
ginal revenue of engines NMR;. Since the firm uses onfe engine in every car, I{\IMRE is
the difference betiveen the marginal revenue from selling cars and the margupl cost
of assembling them, i.e., MR — MC,,. The opFimal transfer price tor engines P:
equals the marginal cost of producing them. Finished cars are sold at price P ..

Race Car Motors’ marginal cost of engines MC#% is the upstream division’s marginal
cost for quantities up to Qg , and the market price P 5, for quantities above Qg ;. The
downstream division should use a total of Q ; engines to produce an equal number
of cars; then the marginal cost of engines equals net marginal revenue. Q> — Qg of
these engines are bought in the outside market. The upstream division “pays” the
= downstream division the transfer price P ,, for the remaining Q; engines.

cost of the interniediate good is simply the market price. Because th-e‘optimal tr'a11§fer
price' must equal marginal cost, it must also equal the competitive market price,

To see this, suppose there is a competitive market for the engines that Race
Car Motors produces. If the market price is low, Race Car Motors may want o
buy some or all of its engines in the market; if it is high, it may w.a.nt' to seli'
engines in the market. Figure A11.2 illustrates‘the first case. qu quantities belO\'\;
Qg 1, the upstream division’s marginal cost of producing engines MC; is below
the market price Pg ,;; for quantities above Qg it is above the mar‘ket price. Thi
firm should obtain engines at the least cost, so the margina‘l cost of engines MCE
will be the upstream division’s marginal cost for quantities up to Qg and the
market price for quantities above Qp;. Note that Race Car Motors uses mt?gz
engines and produces more cars than it would have had ther'e been no .OL(IitSI <
engine market. The downstream division now buys CQr» engmes_and pro I}Ces
an equal number of automobiles. However, it “buys” only Qg , of these engine
from the upstream division and the rest on the open market. " Now - y e | ‘ | N

It might seem strange that Race Car Motors must go into the open marke suppose there is an outside market for the output of the upstream division,

© . . : ever,its but I is 1 itive—the fi : power.
buv engines that it can make itself. If it made all of its own engines, however,1 Putthat market is not competitive—the firm has mo‘nopol}, power. The same
;e Principles apply, but we must be careful when measuring net marginal revenue.

marginal cost of producing them would exceed the competitive market pl"lce; S . ' margin: :
Although the profit of the upstream division would be higher, the total profit uppose the engine produced by the upstream Engine Division is a special
g one that only Race Car Motors can make. There is, however, an outside market

the firnt would be lower. X _ : r ‘ :
f L for this engine. Race Car Motors, therefore, can be a monopoly supplier to that

- s sells ines i ouk
Figure A11.3 shows the case where Race Car Motors sells engines 1n ‘the o market while al oduci . S Mg . ‘
side market. Now the competitive market price Pg; is above the transfer p while also producing engines for its own use. What is the optimal transfer

that the firm would have set had there been no outside market. In this case,
although the upstream Engine Division produces Qr, engines, only Q;, engines
are used by the downstream division to produce automobiles. The rest are sold
in the outside market at the price P ;.

Note that compared with a situation in which there is no outside engine mar-
ket, Race Car Motors is producing more engines but fewer cars. Why not pro-
duce this larger number of engines but use all of them to produce more cars?
Because the engines are too valuable. On the margin, the net revenue that can be
earned from selling them in the outside market is higher than the net revenue
from using them to build additional cars.

Transfer Pricing with a Noncompetitive

Outside Market
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(MR — MC.)

The optimal transfer price for Race Car Motors is again the market price Pg i 1
price is above the point at which MCg intersects NMRg, so the }1Pstrean1 divisiof
sells some of its engines in the outside market. The upstream dl‘\"lSé(')lT ploduces %
i i i £ g Vision uses o
engines, the quantity at which MC; equals AP,E,M. ;fl1e downstream 1C 585 o
Q:» of these engines, the quantity at which NMR; equals.PE“,\,;. o£1npa1e wi
Figure A11.1, in which there is no outside market, more engines but fewer cars-a :
produced.

price for use of the engines by the downstream division, and at what price it
any) should engines be sold in the outside market? - _ Lk
We must find the firm’s net marginal revenue from the sale of eggffvlFRes. n
i i - ve for ine A 13

Figure Al1.4, Dy is the outside market demand curve tor engines an £ M

i hargir ev v ~ar Motors thus has two
the corresponding marginal revenue curve. Race Car 1

sources of marginal revenue from the prqduction an@ sale of an delttl;:;ﬁ
engine: marginal revenue MRg from sales in the 9L1t51d? 1-1'1ar1ketfantrelﬂ1§n o
ginal revenue (MR — MC ;) from the use of the engmes~ b}i ‘the dow 1;5 . ‘,,mm‘ngg
sion. By summing these two curves horizontally, we obtain the fofal ne g
revenue curoe for engines; it is the green line labeled NMR.E .

The intersection of the marginal cost and total net marginal revenue culﬂ'l\ft ;Sec; -
the quantity of engines Qg that the upstream C‘ii\’ISIQH S.hOLlld producTe .aml e %m
mal transfer price P%. Again, the optimal transter price1s equal to mgl—gu.m - fﬁake
note that only Qg , of these engines are used by the downstream division

. . . . el ! g '0111’11 revenne!”
cars. This is the quantity at which the downstream division's net margme

MR — MC,, isequal to the transfer price Pf. The remaining engines ‘Q £3 a:e I;(;lg;n

the outside market. However, they are not sold at the tra11st§1' price P E

the firm exercises its monopoly power and sells them at the 111g11el‘£BI‘IC? P;ﬁ,ﬁgﬁ -
Why pay the upstream division only P per engine when thg ’uém ;S e a;

engines in the outside market at the higher price P:,,? Because if the up

Chapter 11

- MC;

“ AR

Dz is the outside market demand curve for engines; MR, is the corresponding
marginal revenue curve; (MR — MC,) is the net marginal revenue from the use of
engines by the downstream division. The total net marginal revene curve for engines
NMR; is the horizontal sum of these two marginal revenues. The optimal transfer
price P{ and the quantity of engines that the upstream division produces, Qg ;, are
found where MC; = NMR;. Q;» of these engines are used by the downstream divi-
sion, the quantity at which the downstream division’s net marginal revenue,

MR — MC,, is equal to the transfer price P£. The remaining engines, Q¢ 3, are sold in
the outside market at the price Py .

division is paid more than P} (and thereby encouraged to produce more
engines), the marginal cost of engines will rise and exceed the net marginal rev-
enue from their use by the downstream division. And if the price charged in the
outside market were lowered, the marginal revenue from sales in that market

would fall below marginal cost. At the prices P} and Pj,;, marginal revenues
and marginal cost are equal:

MRg ;= (MR = MC,) = MC,

Sometimes a vertically integrated firm can buy components in an outside

- Market in which it has monopsony power. Suppose, for example, that Race Car

otors can obtain engines from its upstream Engine Division, or can purchase
h?m as a monopsonist in an outside market. Although we have not illustrated
this case graphically, vou should be able to see that in this case the transfer price
Paid to the Engine Division will be above the price at which engines are bought
Nthe outside market. Why “pay” the upstream division a price that is higher

Pricing with Market Power
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In §10.5, we explain that
when a buyer has monop-
sony power, its marginal
expenditure curve lies above
its average expenditure curve
because the decision to buy
an extra unit of the good
raises the price that must be
paid on all units.

Chapter 11 Pricing with Market Power 421

than that paid in the outside market? With monopsony power, purc.hasmg One.
additional engine in the outside market incurs a marginal expenditure that g
greater than the actual price per engine palq in that m.arke.t. The ma'rgmal eXpen-
diture is higher because purchasing an additional unit raises the average expen.
diture paid for all units bought in the outside market.

jower. Also, since the transfer price for the engines is now $6000, the upstream

fngine Division supplies only 1500 engines (because MCz(1500) = $6000). The

 emaining 1500 engines are bought in the outside market.

~ Finally, suppose Race Car Motors is the only producer of these engines but
can sell them in an outside market. Demand in the outside market is

. Pgy = 10,000 — Q;
Numerical Example EM Q:

Suppose Race Car Motors has the following demand for its automobiles: - The marginal revenue from sales in the market is therefore

P = 20,000 - Q MR; ,; = 10,000 — 2Q;

Its marginal revenue is thus _ To determine the optimal transfer price, we find the tofal net marginal revenue
S mar 4 . . . .

© s horizontally summing MR, with the net marginal revenue from “sales” to
the downstream division, 12,000 — 20, as in Figure All.4. For outputs Qg
greater than 1000, this is

MR = 20,000 — 2Q

he downstream division’s cost of assembling cars is
. NMRg o = 11,000 = Q
C.(Q) = 8000Q | | o
ow set this equal to the marginal cost of producing engines:
5o that the division’s marginal cost is MC,, = 8000. The upstream division’s cost

i 11,000 — Qp = 4Q¢
of producing engines is Qr = 40

Therefore the total quantity of engines produced should be Qp = 2200.

How many of these engines should go to the downstream division and how
many to the outside market? Note that the marginal cost of producing these 2200
engines—and therefore the optimal transfer price—is 4Qr = $8800. Set this
price equal to the marginal revenue from sales in the outside market:

Ce(Qr) = 2Q¢

The division’s marginal cost is thus MCHQg) = 40 . B

First, suppose there is 1o outside market for the engines. How m‘any e.ngmes
and cars should the firm produce? What should be the transfer price for
engines? To solve this problem, we set the-net m.argmal revenue for engines
equal to the marginal cost of producing engines. Since each car has one enging,
Q: = Q. The net marginal revenue of engines is thus

8800 = 10,000 — 2Q;

or Qg = 600. Therefore, 600 engines should be sold in the outside market.

Finally, set this $8800 transfer price equal to the net marginal revenue from

_ — = -9
NMR; = MR — MC, = 12,000 20 “sales” to the downstream division:

Now set NMR; equal to MCg: 8800 = 12,000 — 20,

12,000 — 2Q¢ = 4Q¢ or Qr = 1600. Thus 1600 engines should be supplied to the downstream division

- for use in the production of 1600 cars.
Thus 6Q; = 12,000 and Qg = 2000. The firm should therefore produce 2000 p )\

engines and 2000 cars. The optimal transfer price is the marginal cost of these
2000 engines:

P, = 4Q; = $8000

1. Review the numerical example about Race Car
Motors. Calculate the profit earned by the upstream
division, the downstream division, and the firm as a
whole in each of the three cases examined: (a) there is

2. Ajax Computer makes a computer for climate control
in office buildings. The company uses a microproces-
sor produced by its upstream division, along with

Second, suppose that engines can be bought or sold for $6QOO in an oztf}S‘de
competitive market. This is below the $8000 transfer price that is op.tu'nal w :r’
there is no outside market, so the firm should buy some engines outside. Its m

. . | — . . "¢ . 600{}
ginal cost of engines, and the optlmal transfer price, 15 now $6000. Set this $ ;

marginal cost equal to the net marginal revenue of engines:
6000 = NMR; = 12,000 — 20Q¢

H 3 - 7o
Thus the total quantity of engines and cars is now 3000. The company nOV.\ gs .
- . . o G 1
duces more cars {(and sells them at a lower prlce) because its cost of engint

no outside market for engines; (b) there is a competi-
tive market for engines in which the market price is
$6000; and (c) the firm is a monopoly supplier of
engines to an outside market. In which case does Race
Car Motors earn the most profit? In which case does
the upstream division earn the most? The down-
stream division?

other parts bought in outside competitive markets.
The microprocessor is produced at a constant mar-
ginal cost of $500, and the marginal cost of assembling
the computer (including the cost of the other parts) by
the downstream division is a constant $700. The firm
has been selling the computer for $2000, and until
now there has been no outside market for the micro-
processor.

[y

o
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a. Suppose an outside market for the microprocessor
develops and Ajax has monopoly power in that
market, selling microprocessors for $1000 each.
Assuming that demand for the microprocessor is
unrelated to the demand for the Ajax computer,
what transfer price should Ajax apply to the micro-
processor for its use by the downstream computer
division? Should production of computers be
increased, decreased, or left unchanged? Explain
brietly.

b. How would vour answer to (a) change if the
demands for the computer and the microproces-
sors were competitive; i.e., if some of the people
who buy the microprocessors use them to make
climate control systems of their own?

Reebok produces and sells running shoes. It faces a

market demand schedule P = 11 — 1.5Q,, where Q. 1s

the number of pairs of shoes sold (in thousands) and

P is the price in dollars per thousand pair of shoes.

Production of each pair of shoes requires 1 square

vard of leather. The leather is shaped and cut by the

Form Division of Reebok. The cost function for

leather is

TC, =1+ Q, + 0501

where Q, is the quantity of leather (in thousands of
square yards) produced. Excluding leather, the cost
function for running shoes is

TC, = 20Q.

a. What is the optimal transfer price?

b. Leather can be bought and sold in a competitive
market at the price of P; = 1.5. In this case, how
much leather should the Form Division supply
internally? How much should it supply to the out-
side market? Will Reebok buy any leather in the
outside market? Find the optimal transfer price.

¢. Now suppose the leather is unique ang o
extremely high quality. Therefore, the Form.
Division may act as a monopoly supplier tq the
outside market as well as a supplier to the down.
stream division. Suppose the outside demang g,
leather is given by P = 32 — Q;. What is the opt.
mal transfer price for the use of leather by the ) )
downstream division? At \.vhat price, if any, shoulg '
leather be sold to the outside market? What quap.
tity, if any, will be sold to the outside market?

The House Products Division of Acme Corporatigy

manufactures and sells digital clock radios. A major

component is supplied by the electronics division of

Acme. The cost functions for the radio and the elgc.:

tronic component divisions are, respectively,

TC, = 30 + 20,

n the last two chapters, we saw how firms with monopoly

power can choose prices and output levels to maximize
profit. We also saw that monopoly power does not require a
firm to be a pure monopolist. [n many industries, even though
several firms compete each has at least some monopoly power:
It has control over price and will charge a price that exceeds
marginal cost.

In this chapter, we examine market structures other than
pure monopoly that can give rise to monopoly power. We
begin with monopolistic competition. A monopolistically
competitive market is similar to a perfectly competitive market
in two key respects: There are many firms and entry by new
firms is not restricted. But it differs from perfect competition in
that the product is differentinted: Each firm sells a brand or ver-
sion of the product that differs in quality, appearance, or repu-
tation, and each firm is the sole producer of its own brand. The
amount of monopoly power the firm has depends on its suc-
cess in differentiating its product from those of other firms.
Examples of monopolistically competitive industries abound:
toothpaste, laundry detergent, and packaged coffee are a few.
vicion suppls internally and to the outside mar- The second form pf rna.rket structure we will examine is
k;‘éisi/c\)fl}l ‘s;l}( Eﬁﬁm e demand for components oligopoly: a market in which 01:11_\/ a .few firms compete with
e onteid . orketis P = 72 — 150, ) ; one anotl}er, and entry by. new f11'n‘1s is impeded. The.product

’ that the firms produce might be differentiated, as with auto-

TC. =70 + 6Q. + Q°

Note that TC, does not include the cost of the compo-
nent. Manufacture of one radio set requires the use of
one electronic component, Market studies show tha
the firm’s demand curve for the digital clock radio’i
given by

Chapter Qutline

P, =108 - Q,

a. Assuming no outside market for the component
how many of them should be produced to max
mize profits for Acme as a whole? What is the opti
mal transfer price?

b. If other firms are willing to purchase in the outsid
market the component manufactured by the elec
tronics division (which is the only supplier of this
product), what is the optimal transfer price? Why
What price should be charged in the outside ma
ket? Why? How many units will the electronics

mobiles, or it might not be, as with steel. Monopoly power and
profitability in oligopolistic industries depend in part on how
the firms interact. For example, if the interaction is mnore coop-
erative than competitive, the firms could charge prices well
above marginal cost and earn large profits.

In some oligopolistic industries, firms do cooperate, but in
others firms compete aggressively, even though this means
lower profits. To see why, we need to consider how oligopolis-
tic firms decide on output and prices. These decisions are com-

plicated because each firm must operate strategically—when
making a decision, it must weigh the probable reactions of its
competitors. To understand oligopolistic markets, we must
therefore introduce some basic concepts of gaming and strat-
egy. We develop these concepts more fully in Chapter 13.
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monopolistic competition The third form of market structure we examine is a carfel. In a cartelized mp,
Market in which firms can ket, some or all firms explicitly collude: they coordinate their prices and oy
enter freely, each producing its  1o06]5 to maximize joint profits. Cartels can arise in markets that would oty
own brand or version of a dif- . L : . .. . . €
ferentiated product. wise be competitive, as with OPEC, or oligopolistic, as with the internationg
bauxite cartel. ‘
oligopoly Market in which At first glance, a cartel may seem like a pure monopoly. After all, the firmg n
only a few firms CC’m‘P_eéev“'im. a cartel appear to operate as though they were parts of one big company. Byt 5
?il;;:l;sglrf;e?;i ‘entls ynew  ortel differs from a monopoly in two important respects. First, since cartel
rarely control the entire market, they must consider how their pricing decisions
cartel Market in which some  Will affect noncartel production levels. Second, because the members of a cartg]

; CDmpetitive, but the automobile market is better characterized as an oligopoly. It
s relatively easy for other firms to introduce new brands of toothpaste, and this
Jimits the profitability of producing Crest or Colgate. If the profits were large,
other firms would spend the necessary money (for development, production,
advertising, and promotion) to introduce new brands of their own, which would
reduce the market shares and profitability of Crest and Colgate.

The automobile market is also characterized by product differentiation.
However, the large scale economies involved in production make entry by new
frms difficult. Thus, until the mid-1970s, when Japanese produceré became
_jmportant competitors, the three major U.S. automakers had the market largely

or all firms explicitly collude, are 10f part of one big company, they may be tempted to “cheat” their partmers o themselves.
coordinating prices and out- by undercutting prices and grabbing bigger shares of the market. As a resylt, There are many other examples of monopolistic competition besides tooth-

put levels to maximize joint

) manv cartels tend to be unstable and short-lived.
profits. 7

fpaste. Soap, shampoo, deodorants, shaving cream, cold remedies, and many
other items found ina drugstore are sold in monopolistically competitive mar-
- ets. The markets for bicycles and other sporting goods are likewise monopolis-
fically competitive. So is most retail trade, because goods are sold in many dif-
ferent stores that compete with one another by differentiating their services
~ accord.mg to ‘locatlon, ax’al}abllit}f and expertise of salespeople, credit terms, etc.
try is relatively easy, so if profits are high in a neighborhood because there are
only a few stores, new stores will enter.

12.1

In many industries, the products are differentiated. For one reason or anothe

consumers view each firm’s brand as different from other brands. Crest tooth

paste, for example, is perceived to be different from Colgate, Aim, and a doze

other toothpastes. The difference is partly flavor, partly consistency, and partly

reputation—the consumer’s image (correct or incorrect) of the relative decay-

preventing efficacy of Crest. As a result, some consumers (but not all) will pay

more for Crest. '

Because Procter & Gamble is the sole producer of Crest, it has monopoly

power. But its monopoly power is limited because consumers can easily substi-

tute other brands if the price of Crest rises. Although consumers who prefet

Crest will pay more for it, most of them will not pay much more. The typical

Crest user might pay 25 or even 50 cents a tube more, but probably not a dollar

more. For most consumers, toothpaste is toothpaste, and the differences among

brands are small. Therefore, the demand curve for Crest toothpaste, though .

In §10.2, we explain that a downward sloping, is fairly elastic. (A reasonable estimate of the elasticity of
seller of a product has some demand for Crest is —7.) Because of its limited monopoly power, Procter &
monopoly power it I con Gamble will charge a price that is higher, but not much higher, than marginal
profitably charge a price B arge a price that 1s fugher, but t SEL ste:
greater than marginal cost. cost. The situation is similar for Tide detergent or Scott paper towels.

Equilibrium in the Short Run and the Long Run

As with mornopoly, in monopolistic competition firms face downward-sloping
demand curves. Therefore, they have monopoly power. But this does not mean
that monopolistically competitive firms are likely to earn large profits. Monop-
olistic competition is also similar to perfect competition: Because there is free
entry, the potential to earn profits will attract new firms with competing brands,
driving economic profits down to zero.
To make this clear, let's examine the equilibrium price and output level for a
monopolistically competitive firm in the short and long run. Figure 12.1(a)
shows the short-run equilibrium. Because the firm’s product differs from its
competitors’, its demand curve D, is downward sloping. (This is the firn's
demand curve, not the market demand curve, which is more steeply sloped.)
The profit-maximizing quantity Qs is found at the intersection of the marginal
revenue and marg%nal cost curves. Because the corresponding price Psp exceeds  In§10.1, we explain that a
average cost, the firm earns a profit, as shown by the shaded rectangle in the =~ monopolist maximizes profit
figure. by choosing an output at
In the long run, this profit will induce entry by other firms. As they introduce Ll;ﬁ;ﬂ?ﬂff?ﬁ;f ﬁg;“e N
tompeting brands, our firm will lose market share and sales; its demand curve , D .
will shift down, as in Figure 12.1(b). (In the long run, the average and marginal
tost curves may also shift. We have assumed for simplicity that costs do not
thange.) The long-run demand curve D, will be just tangent to the firm'’s aver-
%f';e (ﬁ)st curve. Herja Profit_‘maximizatio.n iI:nplies the quantity Q,x and the price
i Italso implies zero profit because price is equal to average cost. Our firm still
?as mopopoly power: Its long-run demand curve is downward sloping because
i;ia;tlllc\fillzmndf .is still -uniqueu But the entry and competition of other firms  Recall from §8.6 that with
profit to zero. the possibility of entry and
. More generally, firms may have different costs, and some brands will be more e’t\‘it' firms will earn zero
ani??g;i\e’e“tyl;uarelacl?ltr;el;]larﬁ th?sfcase, firms may charge slightly different prices, ;CS;ESEZI}:OM i long-run
profit.

The Makings of Monopolistic Competitiomn

A monopolistically competitive market has two key characteristics:

1. Firms compete by selling differentiated products that are highly subs
tutable for one another but not perfect substitutes. (In other words, the
cross-price elasticities of demand are large but not infinite.)

2. There is free entry and exit: it is relatively easy for new firms to enter the mar
ket with their own brands and for existing firms to leave if their pl‘OduCt*
become unprofitable.

To see why free entry is an important requirement, let’s compare the mgrkz
for toothpaste and automobiles. The toothpaste market is monopohstha
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Under perfect competition, as in (a), price equals marginal cost, but under monopolistic competition, price exceeds
marginal cost, so there is a deadweight loss as shown by the yellow-shaded area in (b). In both types of markets, entry
occurs until profits are driven to zero. Under perfect competition, the demand curve facing the firm is horizontal, so the
zero-profit point occurs at the point of minimum average cost. Under monopolistic competition the demand curve is
downward-sloping, so the zero-profit point is to the left of the point of minimum average cost. In evaluating monop-
olistic competition, these inefficiencies must be balanced against the gains to consumers from product diversity.

Because the firm is the only producer of its brand, it faces a downward-sloping demapd curve: Price exceeds mar-
ginal cost and the firm has monopoly power. In the short run, described in part (a), price a}so exceeds average c().sf’,’f ’
and the firm earns profits shown by the yellow-shaded rectangle. In the long run, these profits attract new fujn?s With ‘:

competing brands. The firm’s market share falls, and its demand curve shifts clo\/vnward~ In long-run equilibrium,
described in part (b), price equals average cost, so the firm earns zero profit, even though it has monopoly power.

g

monopolistically competitive markets. In a perfectly competitive market,
each firm faces a horizontal demand curve, so the zero-profit point occurs at
minimum average cost, as Figure 12.2(a) shows. In a monopolistically com-
petitive market, however, the demand curve is downward sloping, so the
zero-profit point is to the left of minimum average cost. Excess capacity is
inefficient because average cost would be lower with fewer firms.

Monopolistic Competition
and Economic Efficiency

Perfectly competitive markets are desirable because they are economically effi-
cient: As long as there are no externalities and nothing impedes the workings of
the market, the total surplus of consumers and producers is as large as possible.
Monopolistic competition is similar to competition in some respects, but is it an
efficient market structure? To answer this question, let's compare the long-r@
equilibrium of a monopolistically competitive industry to the long-run equilib-
rium of a perfectly competitive industry. o

Figure 12.2 shows that there are two sources of inefficiency in a monopolisti-
cally competitive industry.

In§9.2, we explain that com-
petitive markets are efficient
because they maximize the
sum of consumers’ and pro-
ducers’ surplus

These inefficiencies make consumers worse off. Is monopolistic competition
then a socially undesirable market structure that should be regulated? The
answer—for two reasons—is probably no:

1. In most monopolistically competitive markets, market power is small.
Usually, enough firms compete, with brands that are sufficiently substi-
tutable for one another, so that no single firm has substantial market power.
Any deadweight loss from market power will therefore be small. And
because firms’ demand curves will be fairly elastic, excess capacity will also
be small.

1. Unlike perfect competition, with monopolistic competition the equilipriurf?
. price exceeds marginal cost. This means that the value to consumers of addi-
Iy tional units of output exceeds the cost of producing those units. If outPUf
were expanded to the point where the demand curve intersects the marginal
cost curve, total surplus could be increased by an amount equal to th%
yellow-shaded area in Figure 12.2(b). This should not be surprising. We Saw, 2. Any inefficiency must be balanced against an imnportant benefit that monop-
in Chapter 10 that monopoly power creates a deadweight loss, and monopoly olistic competition provides: product diversity. Most consumers value the
power exists in monopolistically competitive markets. ability to choose among a wide variety of competing products and brands

2. Note in Figure 12.2 that the monopolistically competitive firm operates

. . . . T o st
with excess capacity: Its output is below that which minimizes average cost.

. - . . . IR d
Entry of new firms drives profits to zero in both perfectly competitive an

that differ in various ways. The gains from product diversity can be large
and may easily outweigh the inefficiency costs resulting from downward-
sloping demand curves,
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. Compared with different brands of colas, fewer consumers notice or care about
 the differences between Hills Brothers and Maxwell House coffees.
With the exception of Royal Crown, all the colas and coffees are quite price
elastic. With elasticities on the order of —5 to —9, each brand has only limited
monopoly power. This is typical of monopolistic competition.

he markets for soft drinks and coffee illustrate the characteristics

E moriopolistic competition. Each market has a variety of brands that dig, V
slightly but are close substitutes for one another. Each brand of cola, for exa, =
ple, tastes a little different from the next. (Can you tell the difference between
Coke and Pepsi? Between Coke and Royal Crown Cola?) And each brang of
ground coffee has a slightly different flavor, fragrance, and caffeine content,
Most consumers develop their own preferences; you might prefer Maxwejj
House coffee to other brands and buy it regularly. Brand loyalties, however, ara
usually limited. If the price of Maxwell House were to rise substantially aboye
those of other brands, vou and most other consumers who had been buying j
would probably switch brands.

Just how much monopoly power does General Foods, the producer of
Maxwell House, have with this brand? In other words, how elastic is the
demand for Maxwell House? Most large companies carefully study product
demands as part of their market research. Company estimates are usually pro-
prietary, but one study of the demands for various brands of colas and ground
coffees used a simulated shopping experiment to determine how market
shares for each brand would change in response to specific changes in price.!
Table 12.1 summarizes the results by showing the elasticities of demand for
several brands.

First, note that among colas, Royal Crown is much less price elastic than
Coke. Although it has a small share of the cola market, its taste is more dis-
tinctive than that of Coke, Pepsi, and other brands, so consumers who buy
it have stronger brand loyalty. But because Royal Crown has more monopoly
power than Coke does not mean that it is more profitable. Profits depend
on fixed costs and volume, as well as price. Even if its average profit is
smaller, Coke will generate more profit because it has a much larger share of
the market.

Second, note that coffees as a group are more price elastic than colas. Thereis
less brand loyalty among coffee buyers than among cola buyers because the
differences among coffees are less perceptible than the differences among colas,

_In oligopolistic markets, the products may or may not be differentiated. What
matters is that only a few firms account for most or all of total production. In
some oligopolistic markets, some or all firms earn substantial profits over the
long run because barriers to eifry make it difficult or impossible for new firms to
_enter. Oligopoly is a prevalent form of market structure. Examples of oligopolis-
Hc industries include automobiles, steel, aluminum, petrochemicals, electrical
equipment, and computers.

Why might barriers to entry arise? We discussed some of the reasons in
_ Chapter 10. Scale economies may make it unprofitable for more than a few firms
to coexist in the market; patents or access to a technology may exclude potential
competitors; and the need to spend money for name recognition and market rep-
utation may discourage entry by new firms. These are “natural” entry barriers—
they are basic to the structure of the particular market. In addition, incumbent
firms may take strategic actions to deter entry. For example, they might threaten
to flood the market and drive prices down if entry occurs, and to make the threat
credible, they can construct excess production capacity.

Managing an oligopolistic firm is complicated because pricing, output, adver-
tising, and investment decisions involve important strategic considerations.
Because only a few firms are competing, each firm must carefully consider how
its actions will affect its rivals, and how its rivals are likely to react.

Suppose that because of sluggish car sales, Ford is considering a 10-percent
price cut to stimulate demand. It must think carefully about how GM and
Chrysler will react. They might not react at all, or they might cut their prices
only slightly, in which case Ford could enjoy a substantial increase in sales,
largely at the expense of its competitors. Or they might match Ford’s price cut, in
which case all three automakers will sell more cars but might make much lower
_ profits because of the lower prices. Another possibility is that GM and Chrysler

BRAND ELASTICITY OF DEMAND

will cut their prices by even more than Ford. They might cut price by 15 percent

- _ topunish Ford for rocking the boat, and this in turn might lead to a price war

Colas: Royal Crown —24 _and to a drastic fall in profits for all three firms. Ford must carefully weigh all

Coke —52t0 —57 j these possibilities. In fact, for almost any major economic decision a firm

makes—setting price, determining production levels, undertaking a major pro-

Ground coffee: Hills Brothers — 71 _ motion campaign, or investing in new production capacity—it must try to deter-
Maxwell House -89 _ mine the most likely response of its competitors.

Chase & Sanborn —56 X These strategic considerations can be complex. When making decisions, each

firm must weigh its competitors’ reactions, knowing that these competitors will also

weigh its reactions to Hieir decisions. Furthermore, decisions, reactions, reactions to

E _ Tactions, and so forth are dynamic, evolving over time. When the managers of a
' The study was by John R. Nevin, “Laboratory Experimernts foﬂr Estimating Cogsumer De;mn {n" firm evaluate the po’rential consequences of their decisions, they must assume
Validation Study,” Journal of Marketing Research 11 (August 1974): 261-68. In simulated shoppiis 2

Th that their i . g . . o i
) ; : . e heir competitors are as rational and intellig 7 are. n, they mu

trips, consumers had to choose the brands they preferred from a variety of prepriced brands. V F : : AO al intelligent EtlS they are. Then, they must
trips wwere repeated several times, with different prices each time _ Put themselves in their competitors’ place and consider how they would react.
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In §8.6, we explain that long-
run equilibrium occurs when
no firm has an incentive to
enter or exit because firms are
earning zero economic profit
and the quantity demanded
is equal to the quantity
supplied.

Nash equilibrium Set of
strategies or actions in which
each firm does the best it can
given its competitors’ actions.

duopoly Market in which
two firms compete with each
other.

=

Equilibrium in an Oligopolistic Mar

ket The Cournot Nodel

When we study a market, we usually want to determine the price and quang
that will prevail in equilibrium. For example, we saw that in a perfectly compet.
itive market, the equilibrium price equates the quantity supplied with the quan-
tity demanded. Then we saw that for a monopoly, an equilibrium occurs whey
marginal revenue equals marginal cost. Finally, when we studied monopolisi
competition, we saw how a long-run equilibrium results as the entry of new
firms drives profits to zero. ;
In these markets, each firm could take price or market demand as given ap d
largely ignore its competitors. In an oligopolistic market, however, a firm getg
price or output based partly on strategic considerations regarding the behavigy
of its competitors. At the same time, competitors’ decisions depend on the firgt
firm’s decision. How, then, can we figure out what the market price and outpyt
will be in equilibrium, or whether there will even be an equilibrium? To answer
these questions, we need an underlying principle to describe an equilibrium
when firms make decisions that explicitly take each other’s behavior intg
account. -
Remember how we described an equilibrium in competitive and monopolis-
tic markets: When a market is in equilibriwm, firms are doing the best they can and hage
1o reason to change their price or output. Thus a competitive market is in equilib-
rium when the quantity supplied equals the quantity demanded: Each firmis
doing the best it can—it is selling all that it produces and is maximizing its
profit. Likewise, a monopolist is in equilibrium when marginal revenue equals
marginal cost because it, too, is doing the best it can and is maximizing its profit

we will begin with a simple model of duopoly first introduced by the French
economist Augustin Cournot in 1838. Suppose the firms producé a homoge-
neous good and know the market demand curve. Eacli firm imust decide how m;jzc/l
f prodzzce/ and the two firms make their decisions at the SH;)ZC time. When making its

roduction decision, each firm takes its competitor into account. It knows ?hat
its competitor is also deciding how much to produce, and the market price will
depend on the total output of both firms.

The essence of the Cournot model is that eaclt firim treats the output level of its
competitor as fixed and then decides how much to produce. To see how this works
let’s consider the output decision of Firm 1. Suppose Firm 1 thinks that Firm 21
will produce nothing. In that case, Firm 1's demand curve is the market demand
curve. In Figure 12.3 this is shown as D;(0), which means the demand curve for
Firm 1, assuming Firm 2 produces zero. Figure 12.3 also shows the correspond-
ing marginal revenue curve MR,(0). We have assumed that Firm 1’s marginal
cost M, is constant. As shown in the figure, Firm 1’s profit-maximizing OLTtput
s 50 units, the point where MR,(0) intersects MC,. So if Firm 2 produses zero,
Firm 1 should produce 50.

Mash Egu rizmm With some modification, we can apply this same prind-
ple to an oligopolistic market. Now, however, each firm will want to do the best
it can given what its competitors are doing. And what should the firm assume that
its competitors are doing? Because the firm will do the best it can given what its
competitors are doing, if is natural to assume that these competitors will do the best
they can given what that firm is doing. Each firm, then, takes its competitors into
account, and assumes that its competitors are doing likewise.

This may seem a bit abstract at first, but it is logical, and as we will see, it
gives us a basis for determining an equilibrium in an oligopolistic market. The
concept was first explained clearly by the mathematician John Nash in 1951, so
we call the equilibrium it describes a Nash equilibrium. It is an important con-

cept that we will use repeatedly: | MG,
: |
Nash Equilibriun: Each firm is doing the best it can given what its competitors Dy(73)]
are doing. ‘ = -
50 75 @

We discuss this equilibrium concept in more detail in Chapter 13, where we
show how it can be applied to a broad range of strategic problems. In this chap-
ter, we will apply it to the analysis of oligopolistic markets.

To keep things as uncomplicated as possible, this chapter will focus largely on
markets in which two firms are competing with each other. We call such a mat:
ket a duopoly. Thus each firm has just one competitor to take into account in
making its decisions. Although we focus on duopolies, our basic results will als¢
apply to markets with more than two firms.

Frm 1’s.profit-max1 nizing output depends on how much it thinks Firm 2 will pro-
duce. If it thinks Firm 2 will produce nothing, its demand curve, labeled D,(0), is the
; fﬂarket den@nd curve. The corresponding marginal revenue curve, labeled I\//IRl(O),
i;}ters;acts‘ Firm 1's mirgingl cost curve MC, at an output of 50 umits. If Firm 1 thinks
alnim 2 will pll'oduce. ‘:)Q urqts, its demand curve, D,(50), is shifted to the left by this
; hir(\)lfsnlg' Prqﬁt maximization now implies an output of 25 units. Finally, if Firm 1
_unks Firm 2 will produce 75 units, Firm 1 will produce only 12.5 units.
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Recall from §8.8 that when
firms produce homogeneous
or identical goods, consumers
consider only price when
making their purchasing
decisions.

Cournot model Oligopoly
model in which firms produce
a homogeneous good, each
firm treats the output of its
competitors as fixed, and all
firms decide simultaneously
how much to produce, )
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reaction curve Relationship
between a firm’s profit-
maximizing output and the
amount it thinks its competi-
tor will produce.

We can go through the same kind of analysis for Firm 2; that is, we can deter-
mine Firm 2’s profit-maximizing quantity given various assumptions about how
much Firm 1 will produce. The result will be a reaction curve for Firm 2—i.e., a
gchedule Q%(Q) that relates its output to the output it thinks Firm 1 will pro-
duce. If Firm 2's marginal cost curve is different from that of Firm 1, its reaction
curve will also differ in form. For example, Firm 2’s reaction curve might look
Jike the one drawn in Figure 12.4.

Suppose, instead, that Firm 1 thinks Firm 2 will produce 50 units. Then Firm
1’s demand curve is the market demand curve shifted to the left by 30. In Figure
12.3, this curve is labeled D;(50), and the corresponding marginal revenue Curve
is labeled MR,(50). Firm 1’s profit-maximizing output is now 25 units, the point
where MR,(50) = MC,. Now, suppose Firm 1 thinks Firm 2 will produce 75
units. Then Firm 1's demand curve is the market demand curve shifted to the
left by 75. It is labeled D,(75) in Figure 12.3, and the corresponding marginal rey.
enue curve is labeled MR, (75). Firm 1’s profit-maximizing output is now 125
units, the point where MR(75) = MC,. Finally, suppose Firm 1 thinks Firm )
will produce 100 units. Then Firm 1’s demand and marginal revenue curveg
(which are not shown in the figure) would intersect its marginal cost curve g
the vertical axis; if Firm 1 thinks that Firm 2 will produce 100 units or more, j
should produce nothing.

Cot X How much will each firm produce? Each firm’s reac-
fion curve tells it how much to produce, given the output of its competitor. In
equilibrium, each firm sets output according to its own reaction curve; the equi-
Jibrium output levels are therefore found at the intersection of the two reaction
curves. We call the resulting set of output levels a Cournot equilibrium. In this
equilibrium, each firm correctly assumes how much its competitor will produce,
and it maximizes its profit accordingly.

Note that this Cournot equilibrium is an example of a Nash equilibrium.”
Remember that in a Nash equilibrium, each firm is doing the best it can given
what its competitors are doing. As a result, no firm would individually want to
change its behavior. In the Cournot equilibrium, each duopolist is producing arn
amount that maximizes its profit given what its competitor is producing, so neither
would want to change its output.

Suppose the two firms are initially producing output levels that differ from
the Cournot equilibrium. Will they adjust their outputs until the Cournot equi-
librium is reached? Unfortunately, the Cournot model says nothing about the
dynamics of the adjustment process. In fact, during any adjustment process, the
model’s central assumption that each firm can assume that its competitor’s out-
put is fixed will not hold. Because both firms would be adjusting their outputs,
neither output would be fixed. We need different models to understand
dynamic adjustment and we will examine some in Chapter 13.

When is it rational for each firm to assume that its competitor’s output is
fixed? It is rational if the two firms are choosing their outputs only once because
then their outputs cannot change. It is also rational once they are in Cournot
equilibrium because then neither firm will have any incentive to change its out-
put. When using the Cournot model, we must therefore confine ourselves to the
behavior of firms in equilibrium.

d 5 To swmmarize: If Firm 1 thinks Firm 2 will produce noth.
ing, it will produce 50; if it thinks Firm 2 will produce 50, it will produce 25; ifjt
thinks Firm 2 will produce 75, it will produce 12.5; and if it thinks Firm 2 wift
produce 100, then it will produce nothing. Firm 1's profit-maximizing output is
thus a decreasing schedule of how much it thinks Firm 2 will produce. We call this
schedule Firm 1’s reaction curve and denote it by Q3(Q-). This curve is plotted in
Figure 12.4, where each of the four output combinations we found above is
shown as an x.

Q
100

Firm 2's Reaction

Curve Q5(Qy)

~1
(W3]

»

Cournot The Linear Demand Curve—An Example
Equilibrium

Let’s work through an example—two identical firms facing a linear market
demand curve. This will help clarify the meaning of a Cournot equilibrium and
let us compare it with the competitive equilibrium and the equilibrium that
results if the firms collude and choose their output levels cooperatively.

Suppose our duopolists face the following market demand curve:

Firm 1’s Reaction
125 = Curve QU(Q2)

25 50 75 100 Q-
P=30-0Q

where Q is the total production of both firms (i.e, Q = Q; + Q.). Also, suppose

Firm 1’s reaction curve shows how much it will produce as a function of how much & . '
at both firms have zero marginal cost:

it thinks Firm 2 will produce. (The xs, at Q. = 0, 50, and 75, correspond to the e.Xamf
ples shown in Figure 12.3.) Firm 2’s reaction curve shows its output as a function ¢
how much it thinks Firm 1 will produce. In Cournot equilibrium, each firm correctly
assumes the amount that its competitor will produce and thereby maximizes its 0%I
profits. Therefore neither firm will move from this equilibrium.

MC, = MC, = 0

Thus it is sometimes called a Courtiot-Nash equilibriuni.
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Cournot equilibrium  Equilib-
rium in the Cournot model,

in which each firm correctly
assumes how much its com-
petitor will produce and sets
its own production level
accordingly.
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Then we can determine the reaction curve for Firm 1 as follows. To maximize
profit, it sets marginal revenue equal to marginal cost. Its total revenue R, is
given by

R, = PQ; = (30 — Q)
3OQ1 - (Ql + Q:)Ql

=300, — Qf — Q&

P Firm 2’s Reaction Curve

Its marginal revertue MR, is just the incremental revenue AR, resulting from ap
incremental change irt output AQ;: . s
— Competitive Equilibrium
@
i
MR, = AR/AQ, =30 — 2Q — !
|
| e s
/ Cournot Equilibrium
|
|

Collusive Equilibrium

Now, setting MR, equal to zero (the firm’s marginal cost) and solving for Q,, we
find:

Firm 1's
Reaction Curve

Firni 1's reaction curve: Q=15 — - (12.1)

The same calculatiorn applies to Firm 2:

30 Q

1
Firm 2's reaction curve: Q. =15 — ;Ql (12.2)

The demand curve is P = 30 — Q, and both firins have zero marginal cost. In
Cournot equilibrium, each firm produces 10. The collusion curve shows combina-
tions of Q; and Q- that maximize total profits. If the firms collude and share profits
equally, each will produce 7.5. Also shown is the competitive equilibrium, in which
price equals marginal cost and profit is zero.

The equilibrium output levels are the values for Q; and Q, that are at the
intersection of the two reaction curves—i.e., the levels that solve equations (12.1)
and (12.2). By replacing Q. in equation (12.1) with the expression on the right-
hand side of (12.2), you can verify that the equilibrium output levels are

Cournot equilibrivm: G =0=10 Marginal revenue is therefore
The total quantity produced is therefore Q = Q; + Q, = 20, so the equilibrium
market priceis P = 30 — Q = 10. ;

Figure 12.5 shows the Cournot reaction curves and this Cournot equilibrium.
Note that Firm 1's reaction curve shows its output Q, in terms of Firm 2’s output
Q-. Likewise, Firm 2’s reaction curve shows Q- in terms of Q. (Because the firms
are identical, the two reaction curves have the same form. They look different
because one gives Q; in terms of Q, and the other gives Q, in terms of Q,.) The
Cournot equilibrium is at the intersection of the two curves. At this point, each
firm is maximizing its own profit, given its competitor’s output.

We have assumed that the two firms compete with each other. Supposé
instead, that the antitrust laws were relaxed and the two firms could collude.
They would set their outputs to maximize total profit, and presumably they
would split that profit evenly. Total profit is maximized by choosing total output
Q so that marginal revenue equals marginal cost, which in this example is zero:
Total revenue for the two firms is

MR = AR/AQ =30 ~ 2Q

Setting MR equal to zero, we see that total profit is maximized when Q = 15.

Any combination of outputs Q; and Q, that add up to 15 maximizes total
profit. The curve Q; + Q. = 15, called the collusion curve, therefore gives all pairs
of outputs Q; and Q. that maximize total profit. This curve is also shown in
Figure 12.5. If the firms agree to share profits equally, each will produce half of
the total output:

Q=0 =75

As vou would expect, both firms now produce less—and earn higher
Profits—than ir the Cournot equilibrium. Figure 12.5 shows this collusive equi-
lbrium and the competitive output levels found by setting price equal to mar-
g_inal cost. (You can verify that they are Q; = Q, = 15, which implies that each
irm makes zero profit.) Note that the Cournot outcome is much better (for the
tirms) than perfect competition, but not as good as the outcome from collusion.

R=PQ=(30 - Q)Q =30Q — Q*
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Stackelberg model Oligo-
poly model in which one
firm sets its output before
other firms do.
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Eirst Mover Advantage—The Stackelberg Niodel

We have assumed that our two duopolists make their output decisions at the
same time. Now let’s see what happens if one of the firms can set itS. output first.
There are two questions of interest. First, is it advantageous to go first? Secong,
how much will each firm produce?

Continuing with our example, we assume both firms have zero marginal cost,
and that the market demand curve is given by P = 30 — Q,‘where Q‘is the tota]
output. Suppose Firm 1 sets its output first and then Fi;'“m 2, after observing Firm 1's
output, makes its output decision. In setting output, Eirm 1 niust t‘l%erqz‘mf‘co;zside,.
how Eirm 2 will react. This Stackelberg model of duopoly is different from the
Cournot model, in which neither firm has any opportunity to react.

Let's begin with Firm 2. Because it makes its output decision qffci' Firm 1, it
takes Firm 1’s output as fixed. Therefore, Firm 2’s profit-maximizing output is
given by its Cournot reaction curve, which we found to be

Firm 2's reaction curve: (12.2)

_ 1
Q. =15 ';Ql

What about Firm 1? To maximize profit, it chooses Q,, so that its marginal rev-
enue equals its marginal cost of zero. Recall that Firm 1’s revenue 1s

R, = PQ, = 300, — Q7 — Q-Q (12.3)
Because R, depends on Q,, Firm 1 must anticipate how much Firm 2 will pro-
duce. Firm 1 knows, however, that Firm 2 will choose O according to the reac-
tion curve (12.2). Substituting equation (12.2) for Q. into equation (12.3), we find
that Firm 1’s revenue is

I

R, = 300, - 0% - {15 - 30

Il

_ 1_,
150, - ;QT

Its marginal revenue is therefore

MR, = AR/AQ, =15 = Q, (12.4)

Setting MR, = 0 gives Q; = 15. And from Firm 2’s reaction curve (12“2.), we
find that Q~» = 7.5. Firm 1 produces twice as much as Firm 2 and makes t\»\lee as
much profit. Going first gives Firm 1 an advarntage. This may appear c'ountermh_l-
itive: It seems disadvantageous to announce your output first. Why, then, 1s
going first a strategic advantage? N ‘

The reason is that announcing first creates a fait accompli: No matter what
your competitor does, your output will be large. To maximize profit, your com-
petitor must take your large output level as given and set a low %evel of Outgl}t
for itself. (If your competitor produced a large level of output, it wo'uld d'rl\f’e
price down and you would both lose money. So unless yvour competitor views
“getting even” as more important than making money, it would be 11.'1'at10ni1 'foi
it to produce a large amount.) As we will see in Chapter 13, this kind of “firs
mover advantage” occurs in many strategic situations.

Chapter 12

The Cournot and Stackelberg models are alternative representations of oli-
gopohstic behavior. Which model is the more appropriate depends on the indus-
yrv. For an industry composed of roughly similar firms, none of which has a
strong operating advantage or leadership position, the Cournot model is proba-
ply the more appropriate. On the other hand, some industries are dominated by
a iarge firm that usually takes the lead in introducing new products or setting

rice; the mainframe computer market is an example, with IBM the leader. Then
the Stackelberg model may be more realistic.

We have assumed that our oligopolistic firms compete by setting quantities. In
many oligopolistic industries, however, competition occurs along price dimen-
sions. For example, for GM, Ford, and Daimler-Chrysler, price is a key strategic
variable, and each firm chooses its price with its competitors in mind. In this sec-
tion we use the Nash equilibrium concept to study price competition, first in an
industry that produces a homogeneous good and then in an industry with some
degree of product differentiation.

Price Competition with Homogeneous
Products—The Bertrand Model

The Bertrand model was developed in 1883 by another French economist,
Joseph Bertrand. Like the Cournot model, it applies to firms that produce the
same homogeneous good and make their decisions at the same time. In this case,
however, the firms choose prices instead of quantities. As we will see, this change
can dramatically affect the market outcome.

Let’s return to the duopoly example of the last section, in which the market
demand curve is

P=30-Q

where Q = Q; + (. is again total production of a homogeneous good. This time,
we will assume that both firms have a marginal cost of $3:

MC, = MC, = 3

As an exercise, you can show that the Cournot equilibrium for this duopoly,
which results when both firms choose output simultaneously, is Q; = Q. = 9.
You can also check that in this Cournot equilibrium, the market price is $12, so
that each firm makes a profit of $81.

Now suppose that these two duopolists compete by simultaneously choosing
aprice instead of a quantity. What price will each firm choose, and how much
profit will each earn? To answer these questions, note that because the good is
homogeneous, consumers will purchase only from the lowest-price seller. Thus,
if the two firms charge different prices, the lower-priced firm will supply the
entire market and the higher-priced firm will sell nothing. If both firms charge
the same price, consumers will be indifferent as to which firm they buy from and
each firm will supply half the market.

What is the Nash equilibrium in this case? If vou think about this a little,
you will see that because of the incentive to cut prices, the Nash equilibrium is
the competitive outcome—i.e., both firms set price equal to marginal cost:
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Bertrand model Oligopoly
model in which firms produce
a homogeneous good, each
firm treats the price of its com-
petitors as fixed, and all firms
decide simultaneously what
price to charge.
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P, = P. = $3. Then industry output is 27 units, of which each firm produces 135
units. And since price equals marginal cost, both firms earn zero protit. To check
that this is a Nash equilibrium, ask whether either firm would have any incep. -
tive to change its price. Suppose Firm 1 raised its price. It would then lose a]] o
its sales to Firm 2 and therefore be no better off. If instead it lowered its price i
would capture the entire market but would lose money on every unit it prg.
duced; again, it would be worse off. Therefore, Firm 1 (and likewise Firm 2) haq
no incentive to deviate: It is doing the best it can to maximize profit, given what
its competitor is doing.
Why couldn't there be a Nash equilibrium in which the firms charged the
same price, but a higher one (say, $5), so that each made some profit? Because iy
this case, if either firm lowered its price just a little, it could capture the entire
market and nearly double its profit. Thus each firm would want to undercut its
competitor. Such undercutting would continue until the price dropped to $3.
By changing the strategic choice variable from output to price, we get a dra-
matically different outcome. In the Cournot model, because each firm produces
only 9 units, the market price is $12. Now the market price is $3. In the Cournot
model, each firm made a profit; in the Bertrand model, the firms price at mar
ginal cost and make no profit.
The Bertrand model has been criticized on several counts. First, when firms
produce a homogeneous good, it is more natural to compete by setting quanti-
ties rather than prices. Second, even if firms do set prices aitd choose the same
price (as the model predicts), what share of total sales will go to each one? We
nssimed that sales would be divided equally among the firms, but there is no rea-
son why this must be the case. But despite these shortcomings, the Bertrand
model is useful because it shows how the equilibrium outcome in an oligopoly
can depend crucially on the firms’ choice of strategic variable.’

where Py and P, are the prices that Firms 1 and 2 charge, respectively, and Q,
and Q- are the resulting quantities that they sell. Note that the quantity that each
firm can sell decreases when it raises its own price but increases when its com-
etitor charges a higher price.

If both firms set their prices at the same time, we can use the Cournot model
to determine the resulting equilibrium. Each firm will choose its own price, tak-
ings its competitor’s price as fixed. Now consider Firm 1. Its profit 7, is its rev-
enue P1Q; less its fixed cost of $20. Substituting for Q; from the demand curve of
equation (12.5a), we have

7 = P,Q, — 20 = 12P, — 2P% + PP, — 20

At what price P, is this profit maximized? The answer depends on P, which
Firm 1 assumes to be fixed. However, whatever price Firm 2 is charging, Firm 1's
profit is maximized when the incremental profit from a very small increase in its
own price is just zero. Taking P, as fixed, Firm 1’s profit-maximizing price is
therefore given by

Am /AP, =12 — 4P, + P, = 0

This equation can be rewritten to give the following pricing rule, or reaction
curve, for Firm 1:

Firnt 1's reaction curve: P,=3+-P,

e

This tells Firm 1 what price to set, given the price P, that Firm 2 is setting. We

. . = - similarly find tt ving pricing - Firm 2:
-on with Differentiated Products can similarly find the following pricing rule for Firm 2:

Price Compe

Oligopolistic markets often have at least some degree of product differentiation.*
Market shares are determined not just by prices, but also by differences in the
design, performance, and durability of each firm's product. In such cases, it is
natural for firms to compete by choosing prices rather than quantities.

To see how price competition with differentiated products can work, let’s go
through the following simple example. Suppose each of two duopolists has
fixed costs of $20 but zero variable costs, and that they face the same demand
curves:

. , . 1
Firm 2's reaction curve: P, =3+ ZPI

These reaction curves are drawn in Figure 12.6. The Nash equilibrium is at the
point where the two reaction curves cross; you can verify that each firm is then
charging a price of $4 and earning a profit of $12. At this point, because each firn is
doing the best it can given the price its competitor has set, neither firm has an incentive
to change its price.

Now suppose the two firms collude: Instead of choosing their prices indepen-
dently, they both decide to charge the same price, which will be the price that
maximizes both of their profits. You can verify that the firms would then charge
%6, and that they would be better off colluding because each would now earn a
profit of $16.” Figure 12.6 shows this collusive equilibrium.

Firm 1's demand: O,

Il
—_
]

!

2P, + P (12.53)

Firm 2's demand: Q. =12-2P.+ P (12.5b)

———
* Also, it has been shown that if firms produce a homogeneous good and compete by first setting
output eapacities and then setting price, the Cournot equilibrium in quantities again resul‘rs..see
David Kreps and Jose Scheinkmarn, “Quantity Precommitment and Bertrand Competition Yield
Cournot Qutcomes,” Bell Journal of Economics 14 (1983):326-38.
+ Product differentiation can exist even for a seemingly homogeneous product Consider gaspliﬂe!
for example Although gasoline itself is a homogeneous good, service stations differ in terms of loca”
tion and services provided. As a result, gasoline prices may differ from one service station to another

~ The firms have the same costs, so they will charge the same price P. Total profit is given by

rr = b o, = 24P — P2+ 2P — 40 = 24P — 2P — 40.

This is maximized when A /AP
P= 6. Fach firm'’s profit is therefore

I

0. Amy/AP = 24 — 4P, so the joint profit-maximizing price is

m, = 12P — P> — 20 =72 — 36 — 20 = 516
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T Because all three firms were using the same technology for producing Gypsy
Moth Tape, they had the same production costs. Each firm faced a fixed cost of
$480,000 per month and a variable cost of 51 per unit. From market research,
P&G ascertained that its dernand curve for monthly sales was

Pl"

Firm 2's Reaction Curve

Collusive Equilibrium

where Q is monthly sales in thousands of units, and P, Py, and Py are P&G's,
Unilever’s, and Kao's prices, respectively. Now, put vourself in P&G’s position.
Assuming that Unilever and Kao face the same demand conditions, wit what
price should you enter the imarket, and how much profit should you expect to earn?

You might begin by calculating the profit vou would earn as a function of
the price you charge, under alternative assumptions about the prices that
Unilever and Kao will charge. Using the demand curve and cost numbers
given above, we have dore these calculations and tabulated the results in Table
12.2. Each entry shows your profit, in thousands of dollars per month, for a
particular combination of prices (while assuming in each case that Unilever
and Kao set the same price). For example, if you charge $1.30 and Unilever and
Kao both charge $1.50, you will earn a profit of $15,000 per month.

Remember that in all likelihood, the managers of Unilever and Kao are mak-
ing the same calculations that you are and probably have their own versions of
Table 12.2. Now suppose your competitors charge $1.50 or more. As the table
shows, you would want to charge only $1.40 because that price gives you the
highest profit. (For example, if they charged $1.50, you would make $29,000 per
month by charging $1.40 but only $20,000 by charging $1.50, and $15,000 by
charging 51.30.) Consequently, you would not want to charge $1.50 (or more).
Assuming that your competitors have followed the same reasoning, you
should not expect them to charge $1.50 (or more) either.

What if your competitors charge 51.30? In that case, you will lose money, but
you will lose the least amount of money ($6,000 per month) by charging 51.40.
Your competitors would therefore not expect you to charge $1.30, and by the
same reasoning, you should not expect them to charge a price this low. What
price lets you do the best you can, giver your competitors’ prices? It is $1.40.

“~ Firm 1’s Reaction Curve

"~ Nash Equilibrium

Here two firms sell a differentiated product, and each fums demand depgnd§ both
on its own price and on its competitor’s price. The two firms c1100§e their prices at

the same time, each taking its competitor’s price as given. Firm 1's reachondcgr\;.e
gives its profit-maximizing price as a function of th(? price thgt Firm 2 sets, an simi-
larly for Firm 2. The Nash equilibrium is at the intersection Qf the t.xfro‘ reaction
curves; when each firm charges a price of $4, it is doing the best it can giv e11.1?s com-
petitor’s price and has no incentive to change price. Also shown is the collusive equi-
librium: If the firms cooperatively set price, they would choose 56.

e first and, after observing Firm 1’s deci-
sion, Firm 2 makes its pricing decision. Unlike the Stackelbeg mode‘lhh;_wh;d; t2e1
firms set their quantities, in this case Firm 1 wou{d be at. a @stmct L.'Ilb[ltfd;"!)‘l g o;,' ‘31
moving first. (To see this, calculate Firm .1’5 p.ront-maxnn'lzmg‘ price, ?n king Fir !
2% reaction curve into account.) Why is moving first now a d1sadvgntage. Becausely
ives the firm that moves second an opportunity to undercut slightly aT1d thereby
?apture a larger market share. (See Exercise 10 at the end of the chapter.)

Finally, suppose Firm 1 sets its pric

, COMPETITOR'S (EQUAL) PRICES (8)
mbl P&G’s

Price (8) 110 120 1.30 1.40 1.50 1.60 170 1.80
hen Procter & Gamble (P&G) planned to enter the Japanese market for 1.10 -226 -215 -204 -194 183 —174 —165 —155
Gypsy Moth Tape, it knew its production costs and understood the mar- 1.20 — 106 -89 =173 —58 —43 —28 —15 -2
ket demand curve but found it hard to deterg}il‘}e the {tiht pnc.e icl)scc)h;i‘i 130 _ 56 37 —19 9 15 31 47 62

b se two other firms—Kao Soap, Ltd., and Unilever, Ltd.—were abo _ — _
Ilfﬁiuto enter the market. All three firms would be choosing their prices .&t 140 44 25 6 12 29 46 62 8
aboflt the same time, and P&G had to take this into account when setting its 1.50 —59 —39 —15 3 20 36 59 68
own price.” 1.60 —170 —51 - 34 —18 -1 14 30 44
- MIT. To pro- 1.70 -9 —176 —59 —44 -28 =13 1 15

B - . R aterial dev d bv Prof r John Hauser of M1l ‘
teftll;’sﬂféa?grlg};snl;?;f\d E}l‘;etllgstssr?gg;l‘::;tflti:é ;:;tilzgiut ihelgrisjslct and the market have beel 1.80 - 118 —102 —87 -12 —57 —44 —-30 —17

altered. The fundamental description of P&G’s problem, however, is accurate
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This is also the price at which your competito.rs are doing .thg best thiey can, so i
is a Nash equﬂibrium.’— As the table shows, in this equilibrium you and yoyy
competitors each make a profit of 512,000‘per month. ‘

If vou could collude with your competitors, you could make a larger profit.
You {\TOLIICI all agree to charge $1.50, and each of you would earl.i $20,000. Byt
this collusive agreement might be hard to enforce: YOL} could increase your
profit further at your competitor’s expense by dropping your price below
theirs, and of course your competitors could do the same thing to you.

FIB: 2

Charge ¢  Charge $6
Charge $4 $12, 812 320, 84
Charge $6 34,820 $16, 816

FIRM 1

So if Firm 1 charges $6 but Firm 2 charges only %4, Firm 2's profit will increase
to 520. And it will do so at the expense of Firm 1’s profit, which will fall to $4.
(learly, Firm 2 does best by charging only $4. And similarly, Firm 1 does best by
charging only $4. If Firm 2 charges $6 and Firm 1 charges $4, Firm 1 will earn a
$20 profit and Firm 2 only $4.

A Nash equilibrium is a noncooperative ec_luilibrium: Eacl'.l firm Piakes the fieci~ - . . o
sions that give it the highest possible profit, given thg actions of its compehtors. e % Table 1‘2.3 summarizes thg results of thgse different p0551b'1h-

As we have seen, the resulting profit earned by each firm is higher than it would ties. In dec1d1.ng \‘vhat price to set, the two f1rrr‘15 are pla}flng. a noncooPeraFlve noncooperative game Game
be under perfect competition but lower than if the firms Folluded. N ' game: Each firm 1n_dependently does the b.est it can, taking its competitor into 2111;;iggggs%g?;:f;;‘:ion‘

Collusion is, however, illegal, and most managers pret‘er to stay out of ]al'l. But accoﬁunt. Table 12.3 is callecjl the Payoff matr‘l)f for this game k?e.cause 1.t shows th.e tracte are not possible,o
if cooperation can lead to higher profits, why don’t fu'rns. cooperate wthout profit (or payoff) to each firm given its decision and the cjlecmop of its compeq-
explicitly colluding? In particular, if you and your Competltq}“ can both figure tor. Fgl‘ example, the upper léft-hand corner of t‘he payotf mahj1x tells us that if payoff matrix Table showing

‘ofit-maximizing price you would agree to charge if you were to col- both firms charge $4, each will make a $12 profit. The upper right-hand corner  profit (or payoff) to each firm
out the profit: oy - competitor will do the same? If your tells us that if Firm 1 charges $4 and Firm 2 charges $6, Firm 1 will make §20and ~ given its decision and the
lude, why not just set that price and {zope your competi OI‘LLZ S Sy . sus‘/1 irm 1 charges $4 and Firm 2 charges $6, Firm 1 will make 520 an S ecision of its competitor
competitor does do the same, you will both make more INONEY. ) Flrm 2 54 ‘ . o . ,

The problem is that your competitor probably won’t choose to set price at the . This payoff matrix can clarify the answer to our orlgmal‘ question: ‘Why don't
collusive level. Why not? Because your conpetitor FUOZIZL'Z do betfe’r by choosing a firms behave .cooperatlvely, a_nd thereby earn higher prpﬁts, evert if they can’t
lower price, eveit if it knew that you were going to set price ﬂt.ﬂlt’ c‘olluszu‘c .ZL’UC’Z“' collude? In tl;us case,.cooperatmg means both t1rm§ charging 56 instead of $4 and

To understand this, let's go back to our example of‘prlce competition from the thereby earning $16 instead of $12. The problem is that gach firm always makes
last section. The firms in that example each have a fixed cost of $20, have zero more money by charging $4, 1o matter what its competitor does. As the payoff
variable cost, and face the following demand curves: matrix shows, if Firm 2 charges $4, Firm 1 does best by charging $4. And if Firm
2 charges $6, Firm 1 still does best by charging $4. Similarly, Firm 2 always does
best by charging $4, no matter what Firm 1 does. As a result, unless the two
firms can sign an enforceable agreement to charge $6, neither firm can expect its
competitor to charge $6, and both will charge $4.

Firnt 1's demaid: Q, =12 - 2P, + P; (12.6a)
12 — 2P, + P (12.6b)

Firm 2's demand: Q-

We found that in the Nash equilibrium each firm will charge a price of 34 efir;cé
earn a profit of $12, whereas if the firms Collude,"they will charge a price oths t
and earn a profit of $16. Now suppose that the nrrn? doﬁ not collude, but a[f
Firm 1 charges the $6 collusive price, hoping that Firm 2 w%ll'do the same.54
Firm 2 does do the same, it will earn a profit of $16. But what if it charges the 2
price instead? In that case, Firm 2 would earn a profit of

The Prisoners’ Dilemma A classic example in game theory, called the pris-  prisoners’ dilemma Game
oners’ dilemma, illustrates the problem faced by oligopolistic firms. It goes as  theory examplteén ‘.Ethh two
{ . . . . risoners mus ecide sepa-
follows: Two prisoners have been accused of collaborating in a crime. They are ~ FI*> ' P

. o . ’ rately whether to confess to a
In separate jail cells and cannot communicate with each other. Each has been  crime: ifa prisoner confesses,

asked to confess. If both prisoners confess, each will receive a prison term of five  he will receive a lighter sen-
vears. If neither confesses, the prosecution’s case will be difficult to make, so the tence and his accomplice will
Prisoners can expect to plea bargai d receive ter ftw 's. On the othe receive a heavier one, but if
P p gain and receive terms of two years. On the other | o0 o nfesses, sentences
hand, if one prisoner confesses and the other does not, the ore who confesses  will be lighter than if both
will receive a term of. only one year, while the other will go to prison for ten  confess.

years. If you were one of these prisoners, what would you do—confess or not
onfess?

T

=P,Q,—20=(4)[12 - (2)4) T 6] —20= $20

19

Firm 1, on the other hand, will earn a profit of only

m = PiQy — 20 = (6)[12 — (2)(6) + 4] — 20 = %4 The payoff matrix in Table 12.4 summarizes the possible outcomes. (Note that
the “payoffs” are negative; the entry in the lower right-hand corner of the payoff
mé}trix means a two-year sentence for each prisoner.) As the table shows, our
Prisoners face a dilemma. If they could both agree not to confess (in a way that

ta
7 ilibri iv ically fr -ve and cost 2

7 This Nash equilibrium can also be derived algebraically from the demand curve ¢

above. We leave this to you as an exercise.
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PRISONER B
Confess Don't confess
PRISONER A Confess f -5 —5 —-1,—-10 i
Don't confess ‘ —-10, =1 -2,—2 i

would be binding), then each would go to jail for only two years. But they can’y -

talk to each other, and even if they could, can they trust each other? If Prisoner 4
does not confess, he risks being taken advantage of by his former accomplice,
After all, no matter what Prisoner A does, Prisoner B cones out alead by confessing,
Likewise, Prisoner A always comes out ahead by confessing, so Prisoner B myst
worry that by not confessing, she will be taken advantage of. Therefore, both
prisoners will probably confess and go to jail for five years.

Oligopolistic firms often find themselves in a prisoners’ dilemma. They must
decide whether to compete aggressively, attempting to capture a larger share of
the market at their competitor’s expense, or to “cooperate” and compete more

passively, coexisting with their competitors and settling for their current market

share, and perhaps even implicitly colluding. If the firms compete passively, set-
ting high prices and limiting output, they will make higher profits than if they
compete aggressively.

Like our prisoners, however, each firm has an incentive to “fink” and under-
cut its competitors, and each knows that its competitors have the same incentive,
As desirable as cooperation is, each firm worries—with good reason—that if it
competes passively, its competitor might decide to compete aggressively and
seize the lion's share of the market. In the pricing problem illustrated in Table
12.3, both firms do better by “cooperating” and charging a high price. But the
firms are in a prisoners’ dilemma, where neither can trust its competitor to seta
high price.

n Example 12.2, we examined the problem that arose when P&G, Unilever,
Eamd Kao Soap all planned to enter the Japanese market for Gypsy Moth Tape
at the same time. They all faced the same cost and demand conditions, and
each firm had to decide on a price that took its competitors into account. In
Table 12.2, we tabulated the profits to P&G corresponding to alternative prices
that it and its competitors might charge. We argued that P&G should expect its
competitors to charge a price of $1.40 and should do the same.*

P&G would be better off if it and its competitors all charged a price of $1.50.
This is clear from the payoff matrix in Table 12.5. This payoff matrix is the por-

tion of Table 12.2 corresponding to prices of $1.40 and $1.50, with the payoffsto.

§ Asin Example 12.2, some of the facts about the product and the market have been altered to pro-
tect P&G’s proprietary interests
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UNILEVER AND KAO
Charge $1.40  Charge $1.50
P86 Charge $1.40 $12, 812 $29, $11
Charge $1.50 $3, 821 $20, $20

P&G’s competitors also tabulated.’ If all the firms charge $1.50, each will make
a profit of $20,000 per month, instead of the $12,000 per month they make by
charging 51 40. Then why don’t they charge $1.50?

Because these firms are in a prisoners’ dilemma. No matter what Unilever
and Kao do, P&G makes more money by charging $1.40. For example, if
Unilever and Kao charge $1.50, P&G can make $29,000 per month by charging
§1.40, versus 520,000 by charging $1.50. This is also true for Unilever and Kao.
For example, if P&G charges $1.50 and Unilever and Kao both charge $1.40,
P&G’s competitors will each make $21,000, instead of $20,000.° As a result,
P&G knows that if it sets a price of $1.50, its competitors will have a strong
incentive to undercut and charge $1.40. P&G will then have only a small share
of the market and make only $3000 per month profit. Should P&G make a leap

of faith and charge $1.50? If you were faced with this dilemma, what would
you do?

Does the prisoners’ dilemma doom oligopolistic firms to aggressive competi-
ion and low profits? Not necessarily. Although our imaginary prisoners have

only one opportunity to confess, most firms set output and price over and over
again, continually observing their competitors’ behavior and adjusting their

own accordingly. This allows firms to develop reputations from which trust can
arise. As a result, oligopolistic coordination and cooperation can sometimes
prevail.

Take, for example, an industry made up of three or four firms that have coex-
isted for a long time. Over the years, the managers of those firms might grow
tired of losing money because of price wars, and an implicit understanding
might arise by which all the firms maintain high prices and no firm tries to take
Market share from its competitors. Although each firm might be tempted to

i Th.is payoff matrix assumes that Unilever and Kao both charge the same price. Entries represent
Profits in thousands of dollars per month.

fP&G and Kao both charged $1.50 and only Unilever undercut and charged $1.40, Unilever would
Make 529,000 per month. It is especially profitable to be the only firm charging the low price.

e g
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price rigidity Characteristic
of oligopolistic markets by
which firms are reluctant to
change prices even if costs or
demands change.

kinked demand curve model
Oligopoly model in which
each firm faces a demand
curve kinked at the currently
prevailing price: at higher
prices demand is very elastic,
whereas at lower prices it is
inelastic.

undercut its competitors, the managers know that the resulting gains will pe

short lived: Competitors will retaliate, and the result will be venewed warfapre

and lower profits over the long run. . 4 . ’

This resolution of the prisoners’ dilemma occurs in some 1ndust11§s, but not
in others. Sometimes managers are not content with the moderaAtellv h}gh profits
resulting from implicit collusion and prefer to compete aggres:n‘\f‘e.ly In order tq
increase market share. Sometimes implicit understandings are difficult to reach,
For example, firms with different costs and diff?rent gssessmel}ts Qf mar:'kEt
demand might disagree about the “correct” coll}ls.1\’e price. Flt}n A m1ght th%nk
the “correct” price is $10, while Firm B thinks it is $9. \Nhe.n it se‘ts a 59‘Pr1c‘~e,
Firm A might view this as an attempt to undercut and retaliate by lowering its
price to $8. The result is a price war. o o o

In many industries, therefore, implicit collusion is short hved“.T here is oftfsn a
fundamental layer of mistrust, so warfare erupts as soon as oneflrm 1.s‘perce1\i'ed,
by its competitors to be “rocking the boat” by changing its price Or increasing
advertising.

Price Rigidity

Because implicit collusion tends to be fragile, oligopolis"tic firms then hav?a
strong desire for stability, particularly with 1'§sPe9t to pr1§e. Thl? is vwhy price
rigidity can be a characteristic of oligopolistic 1n.dustr1es. Even if 'costs or
demand change, firms are reluctant to chang‘e price. 1f costs fall or market
demand declines, they fear that lower prices might send the wrong message to
their competitors and set off a round of price warfare. Anfﬂ if costs or demanfi
rises, they are reluctant to raise prices because they are afraid that their competi-
tors may refuse to raise theirs. . el of olie
This price rigidity is the basis of the 1§1nked demand curve 1'110) Z ] (1) igop-
oly. According to this model, each firm faces a dema.nd curve kmi\e 1 at ; he cu;:c-1
rently prevailing price P*. (See Figure 12V7..) At prices above P / the .temap
curve is very elastic. The reason is that the firm b.ehe‘ves that if it raises its pr1c:;a1
above P*, other firms will not follow suit, and it will therefore 193&3 sales an
much of its market share. On the other hand, the firm believes that if it lowersits
price below P*, other firms will follow suit because they will not want to lose
their shares of the market. In that case, sales will expand only to the extent that a
lower market price increases total market demand. . ) e dis
Because the firm’s demand curve is kinked, its marginal revenue curveis 515
continuous. (The bottom part of the marginal revenue curve corresponds fto adi
less elastic part of the demand curve, as shown.by the sohq po.rhons1 0 ee 2
curve.) As a result, the firm’s costs can change wﬁhput resulting in a c*larl\%n a;-‘
price. As shown in the figure, marginal cost could increase but still equa
ginal revenue at the same output level, so that Price stay’s the s‘ame» - és 4
Although the kinked demand curve model is attractively s1mple, it (i)ved o
really explain oligopolistic pricing. It says nothing about how firms arr

price P* in the first place, and why they didn’t arrive at some different price. Itis -

o B
oidi planation of it"
useful mainly as a description of price rigidity rather than as an ex plmmtzondoﬁrom
The explanation for price rigidity comes from the prisoners dilemma an
firms’ desires to avoid mutually destructive price competition.

- : : ival firms d@
114 addition, the model has not stood up well to empirical tests; there is evidence that riv al fi

match price increases as well as decreases.
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Each firm believes that if it raises its price above the current price P* none of its com-
petitors will follow suit, so it will lose most of its sales. Each firm also believes that if
it lowers price, everyone will follow suit, and its sales will increase only to the extent
that market demand increases. As a result, the firm’s demand curve D is kinked at
price P¥, and its marginal revenue curve MR is discontinuous at that point. If mar-

ginal cost increases from MC to MC’, the firm will still produce the same output
level Q* and charge the same price P*.

Price Signaling and Price Leadership

One of the main impediments to implicitly collusive pricing is the fact that it is
difficult for firms to agree (without talking to each other) on what the price
should be. Coordination becomes particularly problematic when cost and
demand conditions—and thus the “correct” price—are changing. Price signal-
ing is a form of implicit collusion that sometimes gets around this problem. For
example, a firm might announce that it has raised its price (perhaps through a
press release) and hope that its competitors will take this announcement as a sig-
{\al that they should also raise prices. If competitors follow suit, all of the firms
{inat least the short run) will earn higher profits.

Sometimes a pattern is established whereby one firm regularly announces
price changes and other firms in the industry follow suit. This pattern is called
price leadership: One firm is implicitly recognized as the “leader,” while the
other firms, the “price followers,” match its prices. This behavior solves the
problem of coordinating price: Evervone simply charges what the leader is
tharging.

Suppose, for example, that three oligopolistic firms are currently charging $10
for their product. (If thev all know the market dernand curve, this might be the

h equilibrium price.) Suppose that by colluding, they could all set a price of
20 and greatly increase their profits. Meeting and agreeing to set a price of $20
sillegal. But suppose instead that Firm A raises its price to $15, and announces
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price signaling Form of
implicit collusion in which
a firm announces a price

increase in the hope that other

firms will follow suit.

price leadership Pattern of
pricing in which one firm
regularly announces price
changes that other firms then
match.
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to the business press that it is doing so because higher prices are needed 4
restore economic vitality to the industry. Firms B and C might view this as 5
clear message—namely, that Firm A is seeking their cooperation in raising
prices. They might then raise their own prices to $15. Firm A might then increase
price further—say, to $18—and Firms B and C might raise their prices as welj,
Whether or not the profit-maximizing price of 520 is reached (or surpassed), 5
pattern of coordination and implicit collusion has now been established that,
from the firm’s point of view, may be nearly as effective as meeting and formally
agreeing o a price.? ’

This example of signaling and price leadership is extreme and might lead to
an antitrust lawsuit. But in some industries, a large firm might naturally emerge
as a leader, with the other firms deciding that they are best off just matching the
leader’s prices, rather than trying to undercut the leader or each other. An exam-
ple is the U.S. automobile industry, where General Motors has traditionally been
the price leader.

Price leadership can also serve as away for oligopolistic firms to deal with the
reluctance to change prices, a reluctance that arises out of the tear of being
undercut or “rocking the boat.” As cost and demand conditions change, firms
may find it increasingly necessary to change prices that have remained rigid for
some time. In that case, they might look to a price leader to signal when and by
how much price should change. Sometimes a large firm will naturally act as
leader; sometimes different firms will act as leader from time to time. The exam-

ple that follows illustrates this.

Qommercial banks borrow money from individuals and companies who
deposit funds in checking accounts, savings accounts, and certificates of
deposit. They then use this money to make loans to household and corporate
borrowers. By lending at an interest rate higher than the rate they pay on their
deposits, they earn a profit.

The largest commercial banks in the United States—BankAmerica, Chase
Manhattan, Citicorp, and First Chicago Corp, among others-—compete with
cach other to make loans to large corporate clients. The main form of competi-
tion is over price—in this case the interest rates that banks charge corporate
clients. If competition becomes aggressive, the interest rates fall, and so do
profits. The incentive to avoid aggressive competition leads to price rigidity,
and a form of price leadership.

The interest rate that banks charge large corporate clients is called the prime
rate. Because it is widely cited in newspapers, it is a convenient focal point for
price leadership. Most large barks charge the same or nearly the same prime
rate; they avoid making frequent changes in the rate that might be destabilizing
and lead to competitive warfare. The prime rate changes only when money
market conditions cause other interest rates to rise or fall substantialty. When

— .
2Eor a formal model of how such price leaclership can facilitate collusion, see Julio J. Rotemberg and

”

Garth Saloner, “Collusive Price Leadership, Journal of Industrial Economics, 1990,
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DATE BANK RATE CHANGE
March 23, 1994 Major commercial banks 6—>6%
April 18, 1994 Banc One, Citicorp, 6. — 62
Chemical Bank, '
Bank of New York
May 17, 1994 Citicorp, First Chicago, EJEN 7%
Bank of New York ﬂ
August 16, 1994 Citicorp, BankAmerica, 17

Chemical Bank, Chase
Manhattan, Norwest

November 15, 1994 First Chicago 73— 8
February 1, 1995 Major commercial banks 8 —9
July 6, 1995 Banc One, Bank of America 98
December 20, 1995 Banc One 8 8l
4 2
January 31, 1996 Citicorp, NationsBank, 8] — 8;
Chase Manhattan
March 25, 1997 Banc One, KeyCorp, 8 — 8
Norwest

September 30, 1998 Norwest, U.S. Bank of 8l — 81
Nebraska, First Chicago

October 15, 1998 Banc One Corp., First 81 —38
Chicago

November 18, 1998 KeyCorp, TCF Bank 872

June 30, 1999 Fleet Bank, Bank of 738

America, KeyCarp,
Wells Fargo Bank

1tjhat happens, one of the major banks announces a change in its rate and other
c';l11k5 quickly follow suit. Different banks act as leader from time to time, but
7 - e C

\; en one bank announces a change, the others follow within two or three

days.

Table 12A6‘ shows the evolution of the prime rate from March 1994 through
]unle 1999. Note that when the prime rate changed, several large banks raised
fl O\Qfered their rates at about the same time, and other banks quickly fol-
D‘\’eL S . . LU . - -

uit. In most cases, all banks changed their rates within the same day.

- The tab ; i i
able also shows that changes in the prime rate were relatively infre-

quent. Other market interest rates were fluctuating considerably during this
]Si’tello.d, but the prime rate changed only after other rates had changed sub-

a - . . . N - ) . .
thenitliill}. Figure 128' shows this pattern by comparing the prime rate with
erest rate on high-grade (AAA) long-term corporate bonds during the
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The prime rate is the rate that major banks charge large corporate customers for short-term loans. It changes only
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these bonds are widely traded, this rate fluctuates with market conditions.

dominant firm Firm with a
large share of total sales thfw.t
sets price to maxirnize profits,
taking into account the supply
response of smaller tirms.

same period. Observe that although the corporate bond rate tluctuatjfidcon;
~ ; i i vhich prime rate did no

tinuallv, there were extended periods during which p

change.

The Dominant Firm Model

In some oligopolistic markets, one large firm ha's a 1T1aj_011“ s\l'lare.lf)tt t(%tli T:jgz
while a group of smaller firms supp%ies the 1“'emau‘1d‘4e1’ ot1 the ma}1.n:3i ées e lrge
firm might then act as a dominant f1r1n, setting a -p1 Ece.t 11at.nhax1 mizes 1ts o0
profits. The other firms, which individually ;ould have little In Lle}.ICL : bs e
anvway, would then act as perfect competitors; thev take the p.'uce ie o e
dominant firm as given and produce accordmglyx But what price 's }10 it
dominant firm set? To maximize profit, it must take into account how the
of the other firms depends on the price 1t sets. . i the marke
Figure 12.9 shows how a dominant tirm sets its price. Here, ‘ s e e
demand curve, and S; is the supply curve (i.e, ﬂ1e aggregate margina ?od B
of the smaller fringe firms). The dominant.ﬁrm must determine .zt: fnarket
curve Dp. As the figure shows, this curve is just the dlffere?ce behlx fe;n o
demand and the supply of fringe firms. For example, at price Pltt;;;ufa};,se
fringe firms is just equal to market dema‘qd; thhu.s theYAclil(n‘mtnanj 711V n e e
nothing at this price. At a price P or less, fringe firms w1 1'10 A\5\111,11;‘&5 o en
good, so the dominant firm faces the market demand curve. At pri
P, and P-, the dominant firm faces the demand curve Dp.
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The dominant firm sets price, and the other firms sell as much as they want at that
price. The dominant firm’s demand curve, Dy, is the difference between market
demand D and the supply of fringe firms S;. The dominant firm produces a quantity
Qp at the point where its marginal revenue MR}, is equal to its marginal cost MCp.
The corresponding price is P*. At this price, fringe firms sell Qp, so that total sales

is QT

Corresponding to Dp, is the dominant firm'’s marginal revenue curve MR,
MCp is the dominant firm'’s marginal cost curve. To maximize its profit, the
dominant firm produces quantity Qp, at the intersection of MR and MCp. From

the demand curve Dp, we find price P*. At this price, fringe firms sell a quantity
Qp thus the total quantity sold is Oy = Qp + O;.

Producers in a cartel explicitly agree to cooperate in setting prices and output
levels. Not all the producers in an industry need to join the cartel, and most car-

tels involve only a subset of producers. But if enough producers adhere to the

cartel’s agreements, and if market demand is sufficiently inelastic, the cartel may

drive prices well above competitive levels.

Cartels are often international. While U.S. antitrust laws prohibit American

_ Ompanies from colluding, those of other countries are much weaker and are some-
 fimes poorly enforced. Furthermore, nothing prevents countries, or companies
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Recall from §10.2 that monop-
oly power refers to market
power on the part of a
seller—the ability of a firm

to price its product above its
marginal cost of production.

owned or controlled by foreign governments, from forming cartels. For example
the OPEC cartel is an international agreement among oil-producing coﬂmﬁeé
which, for over a decade, succeeded in raising world oil prices far aboy
petitive levels.

Other international cartels have also succeeded in raising prices. Duripg the
fo] -

mid-1970s, for example, the International Bauxite Association (IBA) quadrupled

bauxite prices, and a secretive international uranium cartel pushed Up Uraniymy

prices. Some cartels had longer successes: From 1928 through the early 197 a

cartel called Mercurio Europeo kept the price of mercury close to monopoly leyelg

and an international cartel monopolized the iodine market from 1878 through 1939,
However, most cartels have failed to raise prices. An international COpper carte|
operates to this day, but it has never had a significant impact on copper prices
Cartel attempts to drive up the prices of tin, coffee, tea, and cocoa have also fajleq

fail? There are two conditions for cartel success. First, a stable cartel organization
must be formed whose members agree on price and production levels and thep
adhere to that agreement. Unlike our prisoners in the prisoners’ dilemma, carte]

members can talk to each other to formalize an agreement. This does not mean,

however, that agreeing is easy. Different members may have different costs, dif-
ferent assessments of market demand, and even different objectives, and they

#
may therefore want to set price at different levels. Furthermore, each member of

the cartel will be tempted to “cheat” by lowering its price slightly to capturea

larger market share than it was allotted. Most often, only the threat of a long-
term return to competitive prices deters cheating of this sort. But if the profits
from cartelization are large enough, that threat may be sufficient.

The second condition is the potential for monopoly power. Even if a cartel can
solve its organizational problems, there will be little room to raise price if it faces
a highly elastic demand curve. Potential monopoly power may be the most
important condition for success; if the potential gains from cooperation are
large, cartel members will have more incentive to solve their organizational
problems.

Analysis of Cartel Pricing

Only rarely do all the producers of a good combine to form a cartel. A cartel usu-
ally accounts for only a portion of total production and must take into account
the supply response of competitive (noncartel) produce{s when it sets price.
Cartel pricing can thus be analyzed by using the dominant firm model discussed
earlier. We will apply this model to two cartels, the OPEC oil cartel and the
CIPEC copper cartel.'* This will help us understand why OPEC was successful
in raising price while CIPEC was not.

Analyzing OPEC Figure 12.10 illustrates the case of OPEC. Total Demand
TD is the total world demand curve for crude oil, and S, is the competitive (nor
OPEC) supply curve. The demand for OPEC oil Dgpgc is the difference between

B3gpe Jeftrey K. MacKie-Mason and Robert S. Pindyck, “Cartel Theorv and Cartel Expm‘ienceﬂﬂ»’i
International Minerals Markets,” in Energy: Markets and Regulation (Cambridge, MA: MIT Press,
1986)

" CIPEC is the French acronym for International Council of Copper Exporting Countries.

€ com-
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TD is the total world demand curve for oil, and S, is the competitive (non-OPEC)
supply curve. OPEC’s demand Dopec is the difference between the two Because
both t(?tal demmld and competitive supply are inelastic, OPEC’s demand is inelastic
OPEC’s profit-maximizing quantity Qopec is found at the intersection of its marginai
revenue and marginal cost curves; at this quantity, OPEC charges price P*. If OPEC

p}-oducers had not cartelized, price would be R, where OPEC’s demand and mar-
ginal cost curves intersect.

tgtal demand and competitive supply, and MRopgc is the corresponding max-
ginal revenue curve, MCqpge 1s OPEC’s marginal cost curve; as you cabn see
OPEC hias much lower production costs than do non-OPEC producers. OPEC’SI
margmal revenue and marginal cost are equal at quantity Qupec, which is the
quantity that OPEC will produce. We see from OPEC’s demand c/urve that the
price will be P*, at which competitive supply is Q..
_ Suppose petroleum-exporting countries had not formed a cartel but had
mfﬁead produced competitively. Price would then have equaled marginal cost
Z\e can therefor.e determine the competitive price from the point whe?e OPEC’S'
o i o] it P P o Ao A P
. | the | . use b mand and non-OPEC supply
are Inelastic, the demand for OPEC oil is also fairly inelastic; thus the cartel has

substantial monopoly power. In the 1970s, it used that power to drive prices well
above competitive levels.

In Chapter 2 we stressed the im

and long-run ; portance of distinguishing between short-run
g supply

demany oo i pa;:? demand. That d.istin.ction 1s important here. The total
it I.IOH- JPE( .supply curves in Figure 12.10 apply to a short- or
et a eilur} ana‘lfvsns. In the long run, both demand and supply will be
iy morg e ashcj which means that OPEC’s demand curve will also be much

re elastic. We would thus expect that in the long run, OPEC would be unable

@
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to maintain a price that is so much above the competitive‘le\'el. Indeed, duriy
1982-1989, oil prices fell in real terms, largely because of the long-run adjyst.
ment of demand and non-OPEC supply.

£

Analyzi Figure 12.11 provides a similar analysis of CIPEC. CIpgc

consists of four copper-producing countries: Chile, Peru, Zambia, and Congo

(formerly Zaire), that collectively account for less than half of world.c0pper pro-
duction. In these countries, production costs are lower than those of non-CIPEC

producers, but except for Chile, not much lower. In Figure 12.11, CIPEC'S mar.

ginal cost curve is therefore drawn only a little below the non-CIPEC supply
curve. CIPEC’s demand curve Deppec is the difference between total demand Tp
and non-CIPEC supply S,. CIPEC’s marginal cost and' margirlal revenue curves:
intersect at quantity Qcpec, with the corresponding price P*. Agam/. the compet-
itive price P, is found at the point where CIPEC's demand curve intersects its
marginal cost curve. Note that this price is very close to the cartel price P*,

Why can’t CIPEC increase copper prices much? As Figure 12.11 shows, the

total demand for copper is more elastic than that for oil. (Other nAu?terials, such
as aluminum, can easily be substituted for copper.) Also, competitive supply is
much more elastic. E\;en in the short run, non-CIPEC producer.s can easily
expand supply if prices should rise (in part because of the av.ailabihty of supply
from scrap metal). Thus CIPEC’s potential monopoly power 1s S—mallu o
As the examples of OPEC and CIPEC illustrate, successful cartehzatlpn
requires two things. First, the total demand for the good must not be very pm‘e
elastic. Second, either the cartel must control nearly all the world’s supply or, if it

Price . TD

s S
MCerpec

Quantity

TD is the total demand for copper and S, is the competitive (non-CIPEC) su(lipp .
CIPEC’s demand D¢ppec is the difference between the two. Both tot'all deman zfr:
competitive supply are relatively elastic, so CIPEC's deman.d curve is ?}E}Stélc’seiﬁ
CIPEC has very little monopoly power. Note that CIPEC’s optimal price P* is clo

the competitive price P..
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* does not, the supply of noncartel producers must not be price elastic. Most inter-

pational commodity cartels have failed because few world markets meet both

 conditions.

any people think of intercollegiate athletics as an extracurricular activity
for college students and a diversion for fans. They assume that universi-
ties support athletics because it not only gives amateur athletes a chance to
- develop their skills and play football or basketball before large audiences but
also provides entertainment and promotes school spirit and alumni support.
Although it does these things, intercollegiate athletics is also a big—and an
extremely profitable—industry.

Like any industry, intercollegiate athletics has firms and consumers. The
“firms” are the universities that support and finance teams. The inputs to pro-
duction are the coaches, student athletes, and capital in the form of stadiums
and playing fields. The consumers, many of whom are current or former col-
 lege students, are the fans who buy tickets to games and the TV and radio net-
works that pay to broadcast them. There are many firms and consumers, which
suggests that the industry is competitive. But the persistently high level of prof-
its in this industry is inconsistent with competition—a large state university
can regularly earn more than $6 million a year in profits from football games
alone.”” This profitability is the result of monopoly power, obtained via
cartelization.

The cartel organization is the National Collegiate Athletic Association
(NCAA). The NCAA restricts competition in a number of important activities.
To reduce bargaining power by student athletes, the NCAA creates and
enforces rules regarding eligibility and terms of compensation. To reduce com-
petition by universities, it limits the number of games that can be played each
season and the number of teams that can participate in each division. And to
limit price competition, the NCAA has, until 1984, been the sole negotiator for
all football television contracts, thereby monopolizing one of the main sources
of industry revenues.*®

Has the NCAA been a successful cartel? Like most cartels, its members have
~occasionally broken its rules and regulations. But until 1984, it had increased
the monopoly power of this industry well above what it would have been oth-
erwise. In 1984, however, the Supreme Court ruled that the NCAA’s monopo-
lization of football television contracts was illegal and that individual universi-
ties could negotiate their own contracts. The ensuing competition led to a drop
in contract fees. As a result, more college football is shown on television but,
because of the lower fees, the revenues to the schools have dropped somewhat.
But although the Supreme Court’s ruling reduced the NCAA’s monopoly
power, it did not eliminate it. Thanks to the cartel, intercollegiate athletics
femains very profitable.

See “In Big-Time College Athletics, the Real Score Is in Dollars,” New York Times, March 1, 1987.

&SEE']ames V. Koch, “The Intercollegiate Athletics Industry,” in Walter Adams, The Structure of
Aterican Industry, 7th ed. (New York: Macmillan, 1986). Koch provides a detailed and informative
discussion of the nature of this industry and the behavior of the NCAA cartel.
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been complaining,.

In response to these complaints, the federal govlemrnent has allowed milk
producers in the six New England states to cartelize. The cartel —called the ‘
Northeast Interstate Dairy Compact—sets a minimum wholesale price for
milk, and is exernpt from the antitrust laws. ) ‘ .

In 1999, Congress responded to the lobbying e.ftorts of ‘tarmers in other states
by attempting to expand the milk cartel. Legislation was introduced that would
allow dairy farmers in New York, New Jersey, Maryla1_1d, Delaware, and
Pennsylvaﬁia to join the New England states and thereby form a cartel cover-
ing most of the northeast United States." . 4 _ R

Studies have suggested that the original cartgl (covering only the New
England states) has caused retail prices of milk to rise by only a few cents a gal-
lon. Why so little? The reason is that the New England cartgl is s_urrounded byg .
fringe of noncartel producers—namely, dairy farmers'm NfiW York, New
Jersey, and other states. Expanding the cartel, however, will shrink th'e chpet.’ ”
itive fringe. This action is likely to enable the cartel to have a greater impact on

milk prices.

Not wanting to be left out, dairy farmers in the Sputh also lobbied angress
for higher milk prices. As a result, the 1999 legislation also authorizes 16
o . " . .
Southern states, including Texas, Florida, and Georgia, to ;reate their own
recional cartel. Unfortunately for consumers in the South, this can only result

(@)

in higher milk prices.

Mhe U.S. government has supported the price of milk since the Great

L. Depression and continues to do so today. The government, however, has
been scaling back price supports dLlrilig the 1990s, and as a result, wholesa}g
prices of milk have fluctuated more widely. Not surprisingly, farmers haye

. In a monopolistically competitive market, ﬁrrr}s com-
pete by selling differentiated products, whchh are
highly substitutable. New firms can enter or exit eas-
ily. Firms have only a small amount of rnonop(?.ly
power. In the long run, entry will occur until profits
are driven to zero. Firms then produce with excess
capacity (i.e., at output levels below those that mini-
mlize average cost).

. In an oligopolistic market, orly a few firms account
for most or all of production. Barriers to entry allow
some firms to earn substantial profits, even over the

V7 #Congress Weighs an Expanded Milk Cartel That Would Aid Farmers by Raising I:ir
Tines, I\C/)‘[av 2,1999. At the time this book went to press, Congregs hzid not yet passe
For an upaate, 20 to the following Web site: wiww.dairycom pact.org.

. In the Cournot model of oligopoly, firms ma

long run. Economic decisions involve strategic qm*
siderations—each firm must consider how its actions

i fect its riv » are likely to react
vill affect its rivals, and how they are likely .
T the ke their

the

output decisions at the same time, each taking

other’s output as fixed. In equilibrium, each firm

maximizing its profit, given the output of its compéTg‘,
tor, so no firm has an incentive to change its oul'puﬁ- ,e
firms are therefore in a Nash equilibrium. Each firm ¢
profit is higher than it would be under perfect FOmPeh‘
tion but less than what it would earm by colluding.

ices, el
this legislatiot

(51

4. In the Stackelberg model, one firm sets its output first.

That firm has a strategic advantage and eamns a higher
profit. It knows it can choose a large output and that
its competitors will have to choose simnall outputs if
thev want to maximize profits.

, The Nash equilibrium concept can also be applied to

markets in which firms produce substitute goods and
compete by setting price. In equilibrium, each firm
maximizes its profit, given the prices of its competi-
tors, and so has no incentive to change price.

. Firms would earn higher profits by collusively agree-

ing to raise prices, but the antitrust laws usually pro-
hibit this. They might all set a high price without col-
luding, each hoping its competitors will do the same,
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but they are in a prisoners’ dilemma, which makes this
unlikely. Each firm has an incentive to cheat by lower-
ing its price and capturing sales from competitors.

7. The prisoners’ dilemma creates price rigidity in oli-

gopolistic markets. Firms are reluctant to change
prices for fear of setting off price warfare.

8. Price leadership is a form of implicit collusion that

sometimes gets around the prisoners’ dilemma. One
firm sets price and other firms follow suit.

9. In a cartel, producers explicitly collude in setting

prices and output levels. Successful cartelization
requires that the total demand not be very price elas-
tic, and that either the cartel control most supply or
else the supply of noncartel producers be inelastic.

P

1. What are the characteristics of a monopolistically

competitive market? What happens to the equilib-
rium price and quantity in such a market if one firm
introduces a new, improved product?

. Why is the firm’s demand curve flatter than the total

market demand curve in monopolistic competition?
Suppose a monopolistically competitive firm is mak-
ing a profit in the short run. What will happen to its
demand curve in the long run?

. Some experts have argued that too many brands of

breakfast cereal are on the market. Give an argument
to support this view. Give an argument against it.

. Why is the Cournot equilibrium stable (i.e., why don’t

firms have any incentive to change their output levels
once in equilibrium)? Even if they can't collude, why
don’t firms set their outputs at the joint profit-maxi-
mizing levels (i.e., the levels they would have chosen
had they colluded)?

5. In the Stackelberg model, the firm that sets output

first has an advantage. Explain why.

6. Explain the meaning of a Nash equilibrium when

firms are competing with respect to price. Why is the
equilibrium stable? Why don't the firms raise prices
to the level that maximizes joint profits?

7. The kinked demand curve describes price rigidity.

Explain how the model works. What are its limita-
tions? Why does price rigidity arise in oligopolistic
markets?

8. Why does price leadership sometimes evolve in oli-

gopolistic markets? Explain how the price leader
determines a profit-maximizing price.

9. Why has the OPEC oil cartel succeeded in raising

prices substantially while the CIPEC copper cartel has
not? What conditions are necessary for successful
cartelization? What organizational problems must a
cartel overcome?

" Neit Yori

. Suppose all firms in a monopolistically competitive

industry were merged into one large firm. Would that
new firm produce as many different brands? Would it
produce only a single brand? Explain.

. Consider two firms facing the demand curve

P =10 - Q, where Q = Q; + Q5. The firms’ cost

functions are C,(Q;) = 4 + 2Q; and C5(Q,) = 3 + 3Q..

a. Suppose both firms have entered the industry.
What is the joint profit-maximizing level of out-
put? How much will each firm produce? How
would your answer change if the firms have not
vet entered the industry?

b. What is each firm’s equilibrium output and profit
if they behave noncooperatively? Use the Cournot
model. Draw the firms’ reaction curves and show
the equilibrium.

¢. How much should Firin 1 be willing to pay to pur-
chase Firm 2 if collusion is illegal but the takeover
is niot?

3. A monopolist can produce at a constant average (and

marginal) cost of AC = MC = 5. It faces a market

demand curve given by Q = 53 — P.

a. Calculate the profit-maximizing price and quantity
for this monopolist. Also calculate its profits.
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b. Suppose a second firm enters the market. Let Q; be
the output of the first firm and Q, be the output of
the second. Market demand is now given by

Q+Q.=53-F

Assuming that this second firm has the same _costs
as the first, write the profits of each firm as func-
tions of Q; and Q-. .
¢. Suppose (as in the Cournot model) that each firm
chooses its profit-maximizing level of output on
the assumption that its competitor’s output is
fixed. Find each firm’s “reaction curve” (i.e., the
rule that gives its desired output in terms of its
competitor’s output).
d. Calculate the Cournot equilibrium (i.e., the values of
0, and Q, for which both firms are doing as well as
they can given their competitor’s output). What are
the resulting market price and profits of each firm?
*e. Suppose there are N firms in the industry, all with
the same constant marginal cost, MC = 5. Find the
Cournot equilibrium. How much will each firm
produce, what will be the market price, and how
much profit will each firm earn? Also, show that
as N becomes large, the market price approaches
the price that would prevail under perfect com-
petition.
4. This exercise is a continuation of Exercise 3. We retum
to two firms with the same constant average and mar-
ginal cost, AC = MC = 5, facing the market demand
curve Q+Q,=53—P. Now we will use the
Stackelberg model to analyze what will happen if one
of the firms makes its output decision before the other.
a. Suppose Firm 1 is the Stackelberg leader (ie.,
makes its output decisions before Firm 2). Find the
reaction curves that tell each firm how much to
produce in terms of the output of its competitor.

b. How much will each firm produce, and what will
its profit be?

5. Two firms compete in selling identical widgets. They
choose their output levels Q, and Q- simultaneously
and face the demand curve

P=30-0

where Q = Q; + Q. Until recently, both firms had zero
marginal costs. Recent environmental regulations have
increased Firm 2’s marginal cost to $15. Firm 1's mar-
ginal cost remains constant at zero. True or false: As a
result, the market price will rise to the monopoly level.
6. Suppose that two identical firms produce widgets
and that they are the only firms in the market. Their
costs are given by C; = 30Q; and C, = 30Q,, where O;
is the output of Firm 1 and Q, the output of Firm 2.
Price is determined by the following demand curve:

P=150 - Q
where Q = Q, + Q5.

. Suppose that two competing firms, A and B, produce

. Suppose the airline industry consisted of only twp

a. Find the Cournot-Nash equilibrium. Calculate thké‘
profit of each firm at this equilibrium. -
b. Suppose the two firms form a cartel to Mmaximize
joint profits. How many widgets will be producegs
Calculate each firm's profit. ~
c. Suppose Firm 1 were the only firm in the indusgr,
How would market output and Firm 1's profit diz.
fer from that found in part (b) above? |
d. Returning to the duopoly of part (b), suppose Firp
1 abides by the agreement but Firm 2 cheats by
increasing production. How many widgets wijj
Firm 2 produce? What will be each firm’s profits

a homogeneous good. Both firms have a marginal cost
of MC = $50. Describe what would happen to outpyt
and price in each of the following situations if the
firms are at (i) Cournot equilibrium, (ii) collusive
equilibrium, and (iii) Bertrand equilibrium.
a. Firm A must increase wages and its MC increases
to $80.
b. The marginal cost of both firms increases.
¢. The demand curve shifts to the right.

firms: American and Texas Air Corp. Let the two

firms have identical cost functions, C(q) =407

Assume the demand curve for the industry is given

by P = 100 — Q and that each firm expects the other

to behave as a Cournot competitor.

a. Calculate the Cournot-Nash equilibrium for each
firm, assuming that each chooses the output level
that maximizes its profits when taking its rival's
output as given. What are the profits of each firm?

b. What would be equilibrium quantity if Texas Air
had constant marginal and average costs of 25 and
American had constant marginal and average costs
of 40?7

¢. Assuming that both firms have the original cos‘tw
function, C(g) = 40g, how much should Texas Air
be willing to invest to lower its marginal cost from
40 to 25, assuming that American will not follow
suit? How much should American be willing 0
spend to reduce its marginal cost to 25, assuming
that Texas Air will have marginal costs of 25 regard-
less of American’s actions?

*9, Demand for light bulbs can be characterized by

Q = 100 — P, where Q is in millions of boxes of Iighfi
sold and P is the price per box. There are two pfodw?'
ers of lights, Everglow and Dimlit. They have Idenﬂf
cal cost functions:

Q=Q:+0Qp

a. Unable to recognize the potential for collusion, the
two firms act as short-run perfect competitors:
What are the equilibrium values of Qz, Qo 8%
What are each firm’s profits?

b. Top management in both firms is replaced. Each
new manager independently recognizes the oli-
gopolistic nature of the light bulb industry and
plays Cournot. What are the equilibrium values of
Qr, Qp, and P? What are each firm'’s profits?

¢. Suppose the Everglow manager guesses correctly
that Dimlit has a Cournot conjectural variation, so
Everglow plays Stackelberg. What are the equilib-
rium values of Q;, Qp, and P? What are each firm'’s
profits?

d. If the managers of the two companies collude,
what are the equilibrium values of Qr, Qp, and P?
What are each firm’s profits?

. Two firms produce luxury sheepskin auto seat covers:

Western Where (WW) and B.B.B. Sheep (BBBS). Each
firm has a cost function given by

C(q) = 209 + ¢*

The market demand for these seat covers is repre-
sented by the inverse demand equation

P =200 - 2Q

where Q = q; + g, total output.

a. If each firm acts to maximize its profits, taking its
rival’s output as given (i.e., the firms behave as
Cournot oligopolists), what will be the equilibrium
quantities selected by each firm? What is total out-
put, and what is the market price? What are the
profits for each firm?

b. It occurs to the managers of WW and BBBS that
they could do a lot better by colluding. If the two
firms collude, what will be the profit-maximizing
choice of output? The industry price? The output
and the profit for each firm in this case?

¢. The managers of these firms realize that explicit
agreements to collude are illegal. Each firm must
decide on its own whether to produce the Cournot
quantity or the cartel quantity. To aid in making
the decision, the manager of WW constructs a pay-
off matrix like the one below. Fill in each box with
the profit of WW and the profit of BBBS. Given this
pavoff matrix, what output strategy is each firm
likely to pursue?

PROEIT PAYOFF MATRIX BBBS
(WW PROFIT, BBBS Produce Produce
PROEIT) Cournot g Cartel g
Produce
ww Cournot g |
Produce
Cartel g

Chapter 12  Monopolistic Competition and Oligopoly 459
d. Suppose WW can set its output level before BBBS
does. How much will WW choose to produce in
this case? How much will BBBS produce? What is
the market price, and what is the profit for each
firm? Is WW better off by choosing its output first?
Explaint why or why not.
*11. Two firms compete by choosing price. Their demand
functions are

Q, =20~ P, + P,
and
Q,=20+P, — P,

where P, and P, are the prices charged by each firm,
respectively, and Q; and Q, are the resulting
demands. Note that the demand for each good
depends only on the difference in prices; if the two
firms colluded and set the same price, they could
make that price as high as they wanted, and earn infi-
nite profits. Marginal costs are zero.

a. Suppose the two firms set their prices at the same
time. Find the resulting Nash equilibrium. What
price will each firm charge, how much will it sell,
and what will its profit be? (Hint: Maximize the
profit of each firm with respect to its price.)

b. Suppose Firm 1 sets its price first and then Firm 2
sets its price. What price will each firmn charge,
how much will it sell, and what will its profit be?

c. Suppose vou are one of these firms, and there are
three ways you could play the game: (i) Both firms
set price at the same time. (ii) You set price first.
(iii) Your competitor sets price first. If you could
choose among these options, which would vou
prefer? Explain why.

*12. The dominant firm model can help us understand the
behavior of some cartels. Let’s apply this model to the
OPEC oil cartel. We will use isoelastic curves to describe
world demand W and noncartel (competitive) supply
S. Reasonable numbers for the price elasticities of
world demand and noncartel supply are —1/2 and
1/2, respectively. Then, expressing W and S in mil-
lions of barrels per day (mb/d), we could write

W = 160P" /2
and
5= (3P

Note that OPEC’s net demand is D = W — S.

a. Draw the world demand curve W, the non-OPEC
supply curve 5, OPEC’s net demand curve D, and
OPEC’s marginal revenue curve. For purposes of
approximation, assume OPEC’s production cost is
zero. Indicate OPEC's optimal price, OPEC’s optimal
production, and non-OPEC production on the dia-
gram. Now, show on the diagram how the various
curves will shift and how OPEC’s optimal price
will change if non-OPEC supply becomes more
experisive because reserves of oil start running out.
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b. Calculate OPEC’s optimal (profit-maximizing)
price. (Hint: Because OPEC’s cost is zero, ju;t write
the expression for OPEC revenue and find the
price that maximizes it.) .

c. Suppose the oil-consuming countries were to unite
and form a “buyers’ cartel” to gain monopsony
power. What can we say, and what can’t we say,
about the impact this action would have on price?

*13. A lemon-growing cartel consists of four orchards.

Their total cost functions are

TC, = 20 + 50}

TC'_) =25+ 3Q'7
TC, = 15 + 403
TC, = 20 + 6Q3

TC is in hundreds of dollars, and Q is in cartons per
month picked and shipped.
a. Tabulate total, average, and marginal costs for each
firm for output levels between 1 and 5 cartons per
month (i.e., for 1, 2, 3, 4, and 5 cartons).
b. If the cartel decided to ship 10 cartons per month
and set a price of $25 per carton, how should out.
put be allocated among the firms?
c. At this shipping level, which firm has the most
incentive to cheat? Does any firm #ot have ap
incentive to cheat?

Y

n Chapter 12, we began to explore some of the strategic out-

put and pricing decisions that firms must often make. We
saw how a firm can take into account the likely responses of its
competitors when it makes these decisions. However, there are
many questions about market structure and firm behavior that
we have not yet addressed. For example, why do firms tend to
collude in some markets and to compete aggressively in oth-
ers? How do some firms manage to deter entry by potential
competitors? And how should firms make pricing decisions
when demand or cost conditions are changing or new com-
petitors are entering the market?

To answer these questions, we will use game theory to
extend our analysis of strategic decision making. The application
of game theory has been an important development in micro-
economics. This chapter explains some key aspects of this the-
ory and shows how it can be used to understand how markets
evolve and operate, and how managers should think about the
strategic decisions they continually face. We will see, for exam-
ple, what happens when oligopolistic firms must set and adjust
prices strategically over time, so that the prisoners’ dilemma,
which we discussed in Chapter 12, is repeated over and over. We
will show how firms can make strategic moves that give them
advantages over competitors or an edge in bargaining situa-
tions. And we will see how firms can use threats, promises, or
more concrete actions to deter entry by potential competitors.

iC

First, we should clarify what gaming and strategic decision
making are all about. A game is any situation in which players
(the participants) make strategic decisions—i.e., decisions that
take into account each other’s actions and responses.
Examples of games include firms competing with each other
by setting prices, or a group of consumers bidding against
each other at an auction for a work of art. Strategic decisions
result in payoffs to the players: outcomes that generate
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game Situation in which
players (participants) make
strategic decisions that take
into account each other’s
actions and responses.

payoff Outcome of a game
that generates rewards or
benefits for the player.

strategy Rule or plan of
action for playing a game.

optimal strategy Strategy
that maximizes player’s
expected payoff.

cooperative game Game in
which participants can negoti-
ate binding contracts that
allow them to plan joint
strategies.

noncooperative game Game
in which negotiation and
enforcement of binding con-
tracts between players is not
possible.

rewards or benefits. For the price-setting firms, the payoffs are profits; for the
bidders at the auction, the winner’s payoff is her consumer surplus—i.e,, the
value she places on the artwork less the amount she must pay.

A key objective of game theory is to determine the optimal strategy for each
player. A strategy is a rule or plan of action for playing the game. For our Price-

setting firms, a strategy might be: “I'll keep my price hi‘gl'l as long as my com-
petitors do the same, but once a competitor lowers his price, I'll lower mine even,

more.” For a bidder at an auction, a strategy might be: “I'll make a first bid of
$2000 to convince the other bidders that I'm serious about winning, but I'll drg
out if other bidders push the price above $5000.” The optimal strategy for »
player is the one that maximizes her expected payoff. ‘ '

We will focus on games involving players who are rational, in the sense that
they think through the consequences of their actions. In es;ence, we are con-
cerned with the following question: If I believe that my conzpe?ztors are rational angd
act to maximize their own payoffs, how should I take their behavior iito account when

making niy decisions? Of course in real life you may encounter competitors whg .

are irrational, or are less capable than you of thinking through the consequences
of their actions. Nonetheless, a good place to start is by asl,summg th.at your com-
petitors are just as rational and just as smart as you are. As we wﬂl.see, taking
competitors’ behavior into account is not as simple as it 'n'nght seem.,
Determining optimal strategies can be difficult, even undeF conditions of com-
plete symmetry and perfect information (i.e., my competitors a/nd [ have the
same cost structure and are fully informed about each others cgsts,.abox}t
demand, etc.). Moreover, we will be concerned with more complex situations in
which firms face different costs, different types of information, and various
degrees and forms of competitive “advantage” and “disadvantage.”

Noncooperative versus Cooperative Games

The economic games that firms play can be either cooperative or noncooperative. In
a cooperative game, players can negotiate binding contracts that allow them to
plan joint strategies. In a noncooperative game, negotiation and enforcement of
binding contracts are not possible.

An example of a cooperative game is the bargaining between a buyer and a
seller over the price of a rug. If the rug costs 5100 to produce ‘and the buyer val-
ues the rug at $200, a cooperative solution to the game is po;sﬂ’alez An agreement
to sell the rug at any price between $101 and $199 will maximize the sum of the

buyer’s consumer surplus and the seller’s profit, while making both p.ar‘aes'b.et-
ter off. Another cooperative game would involve two firms negotiating a joint

investment to develop a new technology (assuming that neither firm \.V?il'ﬂd ,
have enough know-how to succeed on its own). If the firms can sigh a binding
contract to divide the profits from their joint investment, a cooperative outcome

that makes both parties better off is possible.”

An example of a norncooperative game is a situation in which two competiﬂg
firms take each other’s likely behavior into account when independently setting thett

an:
! When we asked, 80 percent of our students told us that they were smartey and‘ more capablee%nv
most of their classmates. We hope that you don't find it too much of a strain to imagine cOmMpettis

against people who are as smart and capable as you are.

; i ice, the
2 Bargaining over a rug is called a constant sun game because no matter what the selling price,

i iati rer a joint v is a roncor
sum of consumer surplus and profit will be the same. Negotiating over a joint venture is a/ o
(=3

‘ . f then
stant sum game: the total profit that results from the venture w ill depend on the outcome of the
tiations (for instance, the resources that each firm devotes to the venture).
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rices. Each firm knows that by undercutting its competitor it can capture more
market share, but doing so risks setting off a price war. Another noncooperative
same is the auction mentioned above; each bidder must take the likely behavior of
che other bidders into account when determining an optimal bidding strategy.

Note that the fundamental difference between cooperative and noncoopera-
tive games lies in the contracting possibilities. In cooperative games, binding
contracts are possible; in noncooperative games, they are not.

We will be concerned mostly with noncooperative games. In any gamme, how-
ever, the most important aspect of strategic decision making is understanding
your opponent’s point of view, and (asswning your opponent is rational) deducing his or
ner likely responses to your actions. This may seem obvious—of course, one must
understand an opponent’s point of view. Yet even in simple gaming situations,

people often ignore or misjudge opponents’ positions and the rational responses
those positions imply.

How ic As an example, consider the following game de-
vised b * A dollar bill is auctioned, but in an unusual way. The
highest bidder receives the dollar in return for the amount bid. However, the second-
highest bidder must also hand over the amount he or she bid—and get nothing
in return. If you were playing this game, how much would you bid for the dollar bill?
Classroom experience shows that students often end up bidding more than a
dollar for the dollar. In a typical scenario, one player bids 20 cents, and another
30 cents. The lower bidder now stands to lose 20 cents but figures he can earn a

_ dollar by raising his bid, and so bids 40 cents. The escalation continues until two

players carry the bidding to a dollar against 90 cents. Now the 90-cent bidder has
to choose between bidding $1.10 for the dollar or paying 90 cents to get nothing.
Most often, he raises his bid, and the bidding escalates further. In some experi-
ments, the “winning” bidder has ended up paying more than $3 for the dollar!

How could intelligent students put themselves in this position? By failing to
think through the likely response of the other players and the sequence of events
itimplies. How much would you bid for the dollar? We hope nothing.

In the rest of this chapter, we will examine simple games that involve pricing,
advertising, and investment decisions. The games arve siinple inn that, given sonze
behavioral assumptions, we can determine the best strategy for each firm. But even

for these simple games, we will find that the correct behavioral assumptions are
not always easy to make, and will depend on how the game is played (e.g., how

long the firms stay in business, their reputations, etc.). Therefore, when reading

this chapter, vou should try to understand the basic issues involved in making
strategic decisions. You should also keep in mind the importance of carefully

assessing vour opponent’s position and rational response to vour actions, as
Example 13.1 illustrates.

ou represent Company A (the acquirer), which is considering acquiring
Company T (the target).” You plan to offer cash for all of Company T’s
shares, but you are unsure what price to offer. The complication is this: The

——

Martin Shubik, Ganie Theory in the Social Sciences (Cambridge, MA: MIT Press, 1982).
This is a revised version of an example designed by Max Bazerman for a course at MIT.
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dominant strategy Strategy
that is optimal no matter what
an opponent does.

In §12.5, we explain that a
payoff matrix is a table show-
ing the payoffs to each player
given her decision and the
decision of her competitor.

value of Company T—indeed, its viability—depends on the outcome of N
major oil exploration project. If the project fails, Company T under currep; |
management will be worth nothing. But if it succeeds, Company T’s valye
under current management could be as high as $100/share. All share valygg
between $0 and $100 are considered equally likely.

FIRM B

Advertise Don't advertise

It is well known, however, that Company T will be worth much more under Advertise 10,5 15,0 1
the progressive management of Company A than under current management FIRM A Don't advertise > - !
In fact, whatever the ultimate value under current management, Cosnipany T g : , }

be worth 50 percent more under the management of Company A. If the project fajls,
Company T is worth $0/share under either management. If the exploration proj-
ect generates a $50/share value under current management, the value under
Company A will be §75/share. Similarly, a $100/share value under Company T
implies a $150/share value under Company A, and soon.

You must determine what price Comparty A should offer for Company T
shares. This offer must be made now—Dbefore the outcome of the exploration
project is known. From all indications, Company T would be happy to be
acquired by Company A—for the right price. You expect Company T to delay a
decision on your bid until the exploration results are in and then accept or
reject your offer before news of the drilling results reaches the press.

Thus, you (Company A) will not knotw the results of the exploration project when. .
submitting your price offer, but Company T will know the results when deciding
whether to accept your offer. Also, Company T will accept any offer by Company A that
is greater than the (per share) value of the company under curreitt mmmgement. As the
representative of Company A, you are considering price offers in the range
$0/share (i.e., making no offer at all) to $150/share. Wiat price per share should: -
you offer for Comparny T's stock?

Note: The typical response—to offer between $50 and $75 per Ashare—is
wrong. The correct answer to this problem appears at the end of this chapter,
but we urge you to try to answer it on your own.

What strategy should each firm choose? First consider Firm A. It should
clearly advertise because no matter what firm B does, Firm A does best by
advertising. If Firm B advertises, A earns a profit of 10 if it advertises but only 6
if it doesn’t. If B does not advertise, A earns 15 if it advertises but only 10 if it
doesn’t. Thus ad\’ertising s a dominant strategy for Firm A. The same is true for
Firm B; no matter what firm A does, Firm B does best by advertising. Therefore,
assuming that both firms are rational, we know that the outcome for this game is
that both firms will advertise. This outcome is easy to determine because both
firms have dominant strategies.

When every player has a dominant strategy, we call the outcome of the game
an equilibrium in dominant strategies. Such games are straightforward to ana-
lyze because each player’s optimal strategy can be determined without Worry-

P

i'ng about the actions of the other players.

Unfortunately, not every game has a dominant strategy for each player. To see
this, let’s change our advertising example slightly. The payoff matrix in Table
13.2is the same as in Table 13.1 except for the bottom right-hand corner—if nei-
ther firm advertises, Firm B will again earn a profit of 2, but Firm A will earn a
profit of 20. Perhaps Firm A’s ads are largely defensive, designed to refute Firm
B's claims, and expensive; by not advertising, Firm A can thus reduce its
expenses considerably.

Now Firm A has no dominant strategy. Its optimal decision depends on what
Firm B does. 1f Firm B advertises, Firm A does best by advertising; but if Firm B
does not advertise, Firm A also does best by not advertising. Now suppose both
firms must make their decisions at the same time. What should Firm A do?

To answer this, Firm A must put itself in Firm B’s shoes. What decision is best
from Firm B’s point of view, and what is Firm B likely to do? The answer is clear:
Firm B has a dominant strategy—advertise, no matter what Firm A does. (If
Firm A advertises, B earns 5 by advertising and 0 by not advertising; if A doesn’t
advertise, B earns 8 if it advertises and 2 if it doesn’t.) Therefore, Firm A can con-
clude that Firm B will advertise. This means that Firm A should advertise (and
thereby earn 10 instead of 6). The equilibrium is that both firms will advertise. Tt
is the logical outcome of the game because Firm A is doing the best it can, given
Firm B’s decision; and Firm B is doing the best it can, given Firm A’s decision.

How can we decide on the best strategy for playing a game? How can we deter-
mine a game’s likely outcome? We need something to help us determine how
the rational behavior of each player will lead to an equilibrium solutio.n.' Some
strategies may be successful if competitors make certain choices but fail if they.
make other choices. Other strategies, however, may be successful regardless of
what competitors do. We begin with the concept of a dominant strategy—ore
that is optimal no matter what an opponent does. '

The following example illustrates this in a duopoly setting. Suppose Firms A
and B sell competing products and are deciding whether to unc.ie.rtake advertising
campaigns. Each firm will be affected by its competitor’s decisior. The possible
outcomes of the game are illustrated by the payoff matrix in Table 13.1. (Refaﬂ
that the payoff matrix summarizes the possible outcomes of the game; the nr:%t
number in each cell is the payoff to A and the second is the payoff to B.) Ob.sefVe
that if both firms decide to advertise, Firm A will make a profit of 10 and F}‘rm B
a profit of 5. If Firm A advertises and Firm B does not; Firm A will earn 13 and
Firm B zero. The table also shows the outcomes for the other two possibilities.

FIRM B

Advertise Don't advertise
Advertise 5 | 150 |
Don't advertise 68 | 20,2

FIRM A
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equilibrium in dominant
strategies Outcome of a
game in which each firm is
doing the best it can regard-
less of what its competitors
are doing.
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13.3

To determine the likely outcome of a game, we have been seeking “sels.
enforcing,” or “stable” strategies. Dominant strategies are stal?le, but_in many
games, one or more players do not have a dominant strategy. We therefore neeq
a more general equilibrium concept. In Chapter 12 we u'ltro.duc.ec‘i the concept of 3
Nash equilibrium and saw that it is widely applicable and th}Itlvely appealing >
Recall that a Nash equilibrium is a set of strategies (or actions) such that eg¢j;
player is doing the best it can given the actions of its opponents. Bgcause each player
has no incentive to deviate from its Nash strategy, the strategies are stable. In the
example shown in Table 13.2, the Nash equilibrium is that both _firms advertise: -
Given the decision of its competitor, each firm is satisfied that it has made the
best decision possible, and so has no incentive to change its decision. N
In Chapter 12, we used the Nash equﬂibr.ium to study ou‘rpu.t and pn'cmg by
oligopolistic firms. In the Cournot }rlodel, for e.xample,heach fn:m sets its own
In §12.2, we explain that the output while taking the outputs of its compehtors as t1>§ed. We 5a\/\i .that ina
Cournot equilibrium is a Cournot equilibrium, no firm has an incentive to change its ou‘rPut Luulateraﬂy
: Nash equilibrium in which because each firm is doing the best it can given the decisions of its competitors.
. iaoc‘l; fifﬂf?f;ecfgpﬁfﬁffiu Thus a Cournot equilibrium is a Nash equﬂibriumf We also.examm?d Inodels'in
produce. which firms choose price, taking the prices of their competitors as hxed.. Again,
in the Nash equilibrium, each firm is earning the largest prqﬁt it can given the
prices of its competitors, and thus has no incentive to ch.a‘ng‘e its price.
It is helpful to compare the concept of a Nash equilibrium with that of an
equilibrium in dominant strategies:
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FiRM 2

Crispy Sweet
Crispy -5, -5 10, 10
Sweet 10,10 -5, -5

FIRM 1

introduced by only one firm. There is a market for a new “crispy” cereal and for
anew “sweet” cereal, but each firm has the resources to introduce only one new
roduct. The payoff matrix for the two firms might look like the one in Table 13.3.
In this game, each firm is indifferent about which product it produces—so
Jong as it does not introduce the same product as its competitor. If coordination
were possible, the firms would probably agree to divide the market. But what if
the firms must behave noncooperatively? Suppose that somehow—perhaps
through a news release—Firm 1 indicates it is about to introduce the sweet
cereal, and Firm 2 (after hearing this) indicates it will introduce the crispy one.
Given the action it believes its opponent is taking, neither firm has an incentive
to deviate from its proposed action. If it takes the proposed action, its payoft is
10, but if it deviates—and its opponent’s action remains unchanged—its payoff
will be —5. Therefore, the strategy set given by the bottom left-hand corner of
the payoff matrix is stable and constitutes a Nash equilibrium: Given the strategy
of its opponert, each firm is doing the best it can and has no incentive to deviate.
Note that the upper right-hand corner of the payoff matrix is also a Nash
equilibrium, which might occur if Firm 1 indicated it was about to produce the
aispy cereal. Each Nash equilibrium is stable because once the strategies are clio-
sen, no player will unilaterally deviate from them. However, without more infor-
mation, we have no way of knowing whicl equilibrium (crispy/sweet vs.
sweet/crispy) is likely to result—or if either will result. Of course, both firms
have a strong incentive to reach one of the two Nash equilibria—if they both
introduce the same tvpe of cereal, they will both lose money. The fact that the
two firms are not allowed to collude does not mean that they will not reach a
ash equilibrium. As an industry develops, understandings often evolve as
firms “signal” each other about the paths the industry is to take.

Dominant Strategies:  1'm doing the best I can no matter what you do.
You're doing the best you can 110 matter what [ do.

Nash Equilibrivm: I'm doing the best I can given what you are doing.
You're doing the best you can given what [ ain doing.

Note that a dominant strategy equilibrium is a special case of a Nash equi-
librium. ) o

In the advertising game of Table 13.2, there is a single Nash equl_hbrlum—:~
both firms advertise. In general, a game need not have a single Nash equi-,
librium. Sometimes there is no Nash equilibrium, and sometimes there are
several (i.e., several sets of strategies are stable and self-enforcing). A few more
examples will help to clarify this.

P

The Beach Location Came Suppose that you (Y) and a competitor (C) are
planning to sell soft drinks on a beach this summer. The beach is 200 yards long,
and sunbathers are spread evenly across its length. You and your competitor sell
the same soft drinks at the same prices, so customers will walk to the closest
vendor. Where on the beach will yvou locate, and where do you think vour com-
petitor will locate?

It you think about this for a minute, you will see that the only Nash equilib-
flum calls for both you and your competitor to locate at the same spot in the cen-
ter of the beach (see Figure 13.1). To see why, suppose your competitor located at
some other point A, which is three quarters of the way to the end of the beach. In
that case you would no longer want to locate in the center; you would locate
ear your competitor, just to her left. You would thus capture nearly three-
fourths of all sales, while your competitor got only the remaining fourth. This
Outcome is not an equilibrium because your competitor would then want to
Move to the center of the beach, and you would do the same.

. ” o
The Product Choice Problem Consider the following “product choice
problem. Two breakfast cereal companies face a market in which two new X’fal‘lif"
: 3 ~OV1 rariation 1s
tions of cereal can be successfully introduced—provided that each variat

5 Our discussion of the Nash equilibrium, and of game theor_y 'm' general, 1s at an 1§1t1‘<?_agctory Ié?nif&
For a more in-depth discussion of game theory and i‘ts apgh.catlo‘ns, see ]ar_nes W. F11ev ?agénberﬂ
Theory with Applications to Economics (New York: Oxtord University Press, 1_990); Dr'e/\.\ Ud Susa;
and Jean Tirole, Game Theory (Cambridge, MA: MIT Press, 1991); and Avinash Dixit an

Skeath, Ganies of Strategy (New York: Norton, 1999). e
& A Stackelberg equilibriun is also a Nash equilibrium. Ir} t_he Stackell.?erg model., howevergh;;;l;sese
the game are different: One firm makes its output decision }?efore its competitor does. Un

rules, each firm is doing the best it can given the decision of its competitor.
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game and are rational. If Firm 2 should happen to make a mistake and fail to
invest, it would be extremely costly to Firm 1. (Consumer confusion over incom-
atible standards would arise, and Firm 1, with its dominant market share,
would lose $100 million.)
If you were Firm 1, what would you do? If you tend to be cautious, and if vou

are concerned that the managers of Firm 2 might not be fully informed or ra-

tional, you might choose to play “don’t invest.” In that case, the worst that can
happen is that you will lose $10 million; you no longer have a chance of losing

100 million. Such a strategy is called a maximin strategy because it /maximizes  maximin strategy Strategy
the mininune gain that can be earned. If both firms used maximin strategies, the  that maximizes the minimum
outcome would be that Firm 1 does not invest and Firm 2 does. A maximin strat- 8210 that can be earned.
egy Is conservative, but it is not profit-maximizing (Firm 1, for example, loses
510 million rather than earning $20 million). Note that if Firm 1 knew for certain
that Firm 2 was using a maximin strategy, it would prefer to invest (and earn $20

million) instead of following its own maximin strategy of not investing.

Ocean

l T
A 200yards

Beach

You (Y) and a competitor (C) plan to sell soft drinks on a beach. If sunbathers are
spread evenly across the beach and will walk to the closest vendor, the two of you
will locate next to each other at the center of the beach. This is the only Nash equilib
rium. If your competitor located at point A, you would want to move until you werg
just to her left, where you could capture three-fourths of all sales. But vour competi
tor would then want to move back to the center, and you would do the same. ‘

1 { The maximin strategy is conservative.
do but can assign probabilities to each j
possible action for Firm 2, it could instead use a strategy that maximizes its
expected payoff. Suppose, for example, that Firm 1 thinks that there is only a 10-
percent chance that Firm 2 will not invest. In that case, Firm 1’s expected ‘pavoff
from investing is (.1)(—100) + (.9)(20) = $8 million. Its expected payoff Jif it
doesn’t invest is (.1)(0) + (9)(—10) = —$9 million. In this case, Firm 1 should
invest.
On the other hand, suppose Firm 1 thinks that the probability that Firm 2 will
not invest is 30 percent. In this case, Firm 1’s expected payoff from investing is
(3X(=100) + (.7)(20) = —$16 million, while its expected payoff from not invest-
ing is (.3)(0) + (,7)(—.1.0) =, —S? millvion‘ Thus Fi.u"n 1 will Fhoose not to invest. gy review of expected
You can see that Firm 1's strategy depends critically on its assessment of the value, see §5.1, where it is
probabilities of different actions by Firm 2. Determining these probabilities may  defined as a weighted aver-
seem like a tall order. However, firms often face uncertainty (over market condi- 28 of the payoffs associated
tions, future costs, and the behavior of competitors), and must make the best ith all possible outcomes,

= Ot with the probabilities of each
decisions they can based on probability assessments and expected values. outcome used as weights.

The “beach location game” can help us understand a variety of phenomena,
Have you ever noticed how, along a two- or three-mile stretch of road, two
or three gas stations, or several car dealerships, will be located close to each
other? Likewise, as a U.S. presidential election approaches, the Democratic and
Republican candidates tvpically move close to the center as they define their
political positions.

Maximin Strategies

The concept of a Nash equilibrium relies heavily on individual rationality. Each
player’s choice of strategy depends not only on its own rationality, but also on
that of its opponent. This can be a limitation, as the example in Table 13.4 shows.

In this game, two firms compete in selling file-encryption software. Because
both firms use the same encryption standard, files encrypted by one firm'’s soft-
ware can be read by the other’s—an advantage for consumers. Nonetheless,
Firm 1 has a much larger market share (it entered the market earlier and its soft-
ware has a better user interface). Both firms are now considering an investment
in a new encryption standard.

Note that investing is a dominant strategy for Firm 2 because by doing so, it
will do better (earning $10 million rather than 0) regardless of what Firm 1 does.
Thus Firm 1 should expect Firm 2 to invest. In this case, Firm 1 would do better
by also investing (and earning $20 million) than by not investing (and losing $10
million). Clearly the outcome (invest, invest) is a Nash equilibrium for this
game, and you can verify that it is the only Nash equilibrium. But note that
Firm 1’s managers had better be sure that Firm 2’s managers understand the

?he soners’ 2 What is the Nash equilibrium for the prisoners’
dilemma discussed in Chapter 12? Table 13.5 shows the payoff matrix for the pris-
oners’ dilemma. Recall that the ideal outcome is orie in which neither prisoner con-
fesses, so that they both get two years in prison. Confessing, however, is a doninant
strategy for each prisoner—it yields a higher payoff regardless of the strategy of the
other prisoner. Dominant strategies are also maximin strategies. Therefore, the out-
come in which both prisoners confess is both a Nash equilibrium and a maximin
solution. Thus, in a very strong sense, it is rational for each prisoner to confess.

FIRM 2 PRISONER B
Don't invest Invest Confess Don’t confess
ti 0, —10,10 Conf -5 — -1 -
g DOmtinvest | 0 | PRISONER 4 COMESS | -5-5 1,-10 |
Invest } —100,0 \ 20,10 Don't confess [ =10, =1 —-2,-2 ]
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One reason to consider mixed strategies is that some games (such as
sMatching Pennies”) do not have any Nash equilibria in pure strategies. It can
be showny, however, that once we allow for mixed strategies, every game has at
Jeast one Nash equilibrium.” Hence, mixed strategies provide solutions to games
when pure strategies fail. Of course, whether solutions involving mixed strate-

*Mined Strategies

In all of the games that we examined so far, we hf”t_\.’e co¥151dered ST'fategles in
which players make a specific choice or take a specific actlon:.ad\ ertise or don't
advertise,'set a price of 4 or a price of $6, and so on. Strategies of this kind are

trategy Strategy in called pure strategies. There are games, however, in which pure strategies arg gies are reasonable will depend on the particular game and players. Mixed
R'ﬁiﬁ ; plai?/er makes 4 spe- not the best way to play. strategies are likely to be very reasonable for “Matching Pennies,” poker, and
cific choice or takes a specific ’ other such games. A firm, on the other hand, might not find it reasonable to
action ) . , ieve that its competitor will set its price randomly.
. i 5 An example is the game of “Matching Pennies.” In this beliet p p y
§ . - tai ’ rers reveal their coj N £ it C e .
game, each player El;oloses heads 01t tlall(? :nctglzﬁ f;;g l}zle?des ot arert;ci)gf The Battle of the Sexes Some games have Nash equilibria both in pure
the same time. If the coins match {1.€., ; . ies and in mixed strategies. An example is “The Battle of the Sexes,”
eIl’tlaver A wins and receives a dollar from Player B. If the coins do not match, Stratg%fat you might find famﬁiii Il?ooees iipe ihiz ]1i—rn and ]sai \rvou?celxlike tz
: e d receiv dollar from Plaver A. The payoff matrix is shown in gem ’ 2 Lo i . :
Player B wins and recelves a dolis ’ ’ spend Saturday night together but have different tastes in entertainment. Joan
Table 13.6. ) i s . trategies for this ea would like to go to the opera, but Jim prefers mud wrestling. (Feel free to reverse
Note that there is no Nash ethll)lluml n Itgurte S_lcf Olavino he”tdse?Tﬁw  these preferences.) As the payoff matrix in Table 13.7 shows, Joan would most
ose, for example, that Player A chose the strategy Of playlily [1edds. then o to the opera with Ti t - ; rrestli th Ti
;1"1})\})61 B would wn}it to play tails. But if Player B plays tails, Plaver A would also Forfoe;t: tgo the o;ers a121§1tan}drg{£ﬁaﬁf ffoei.sii‘;amhmg mud wrestling with fim
2 / c ¥ . B P . .
: : Smbinati f - tails leaves both players o 2 ’ : AT . :
vant to play tails. No combination of heads or tal . t, note that there are two Nash ibria in pu ategies for tl
‘s\aet}isfied—pocl{e player or the other will always want to change strategies. crailéi—’the one in whic}e1 ?ilm anccl) ]Eaj bsg:lijratch mr:lg “rrfe;t]r;o Dalisd t%e OEZ
Although there is no Nash equilibrium in pure strategies, there is a Nash i which they both go to the opera. Jim, of course, would reFe/r the first of
ixed strat Strategy in equilibriufn in mixed strategies: strategies in which players make raitdont choices Eese outcom}es and ]Ooan the secgnd .but l;oth outco1;1es are efluilibria—neither
mixed strategy o i jons, bas sets of chosen probabilities. In this game '
rhict rer makes a ran- w00 or more possible actions, based on sets of chosein pro S. game, . . . f o . : -
which a player nnkesvn ran aniong fwo o ep e - - 1 thereby plavine heads with Jim nor Joan would want to change his or her decision, given the decision of
dom choice ainong two or for example, Plaver A mlght Slmply ﬂlp he coin, y playing

the other.

This game also has an equilibrium in mixed strategies: Jim chooses wrestling
with probability 2/3 and opera with probability 1/3, and Joan chooses wrestling
with probability 1/3 and opera with probability 2/3. You can check that if Joan
uses this strategy, Jim cannot do better with any other strategy, and vice versa.®
The outcome is random, and Jim and Joan will each have an expected payoff
of2/3.

Should we expect [im and Joan to use these mixed strategies? Unless they're
very risk loving or in some other way a strange couple, probably not. By agree-
ing to either form of entertainment, each will have a payoff of at least 1, which

more possible actions, based on

e of b robabilities probability 1/2 and playing tails with probability 1/2. In fact, if Player A follows
a set of chosen p d - - ’

this strategy and Player B does the same, we will have a Nash equ.ilibri.um; both
players will be doing the best thev can given what the opponent }.s’domg. Note
that the outcome of the game is random, but the expected payoff is O for each
-

plal}tel;av seem strange to play a game by choosing actions randoml:v. But put
vourself in the position of Player A and think \yhat would h'appel'x if you f'ol-
lowed a strategy other than just flipping the coin. Suppose, for ex'ampleCi '_yrou
decided to play heads. If Player B knows this, she wquld play ta@s an }«f)t;
would lose. Even if Player B didn’t know your strategy, if the game were playeCI
over and over again, she could eventually discern your pattern of pléy arctr

choose a strategy that countered it. Of course, you would Fhen. want to1 %I.’Lfar}os
your strategy—which is why this would not l?e a Nash equlhl.armn?. Qn .}1.1 ‘5»10/2
and your opponent both choose heads or tails randomly 'V\.’lﬂ‘l p1lobab1 1t}i1 .
would neither of you have any incentive to change strategies. (YOL.l can ¢ ect
that the use of different probabilities, say 3/4 for heads and 1/4 for tails, does no |
generate a Nash equilibrium.)

JOAN

Wrestling ~ Qpera
Wrestling 2,1 0,0
Opera 0,0 1,2

JIM

PLAYER B

More precisely, every game with a finite number of players and a finite number of actions has at
ﬂ?t one Nash equilibrium. For a proof, see David M. Kreps, A Course in Microeconomic Theory
‘Frinceton, NJ: Princeton University Press, 1990), p. 409.

Heads Tails
1,-1, —11

SLlppose Jim randomizes, letting p be the probability of wrestling, and (1 — p) the probability of
®pera. Since Joan is using probabilities of 1/3 for wrestling and 2/3 for opera, the probability that
?Oth will choose wrestling is (1/3)p, and the probability that both will choose opera is (2/3)(1 — p).
Hence Jim’s expected pavoff is 2(1/3)p + 1(2/3)(1 — p) = (2/3)p + 2/3 — (2/3)p = 2/3. This is inde-
Pendent of p, so Jim cannot do better in terms of expected payoff no matter what he chooses.

Heads
Tails

PLAYERA
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exceeds the expected payoff of 2/3 from randomizing. In this game as in many

others, mixed strategies provide another solution, but not a very 1ee}115t1c one,
’ 4 : A )

Hence, for the remainder of this chapter we will focus on pure strategies.
s

average against all, or almost all, other strategies. The result was surprising. The
srategy that worked best was an extremely simple “tit-for-tat” strategy: [ start  tit-for-tat strategy Repeated-
out with a high price, which I maintain so long as you continue to “cooperate” S?me Sﬁ'ateg}’;“.‘\’lﬁcﬁa
. . . Tlaver r <

d also charge a high price. As soon as you lower your price, however, I followy ~ P@¥e! responcs In kine to an
an or T oo LT / o .’ . opponent’s previous play,
suit and lower mine. If you later decide to cooperate and raise your price again,  cooperating with cooperative
rllimmediately raise my price as well. opponents and retaliating
Why does this tit-for-tat strategy work best? In particular, can I expect that ~ aganst uncooperative ones.

using the tit-for-tat strategy will induce my competitor to behave cooperatively
(and charge a high price)?

Suppose the game is infinitely repeated. In other words, my competitor and I
‘repeatedly set price month after month, forever. Cooperative behavior (i.e.,
charging a high price) is then the rational response to a tit-for-tat strategy. (This
assumes that my competitor knows, or can figure out, that I am using a tit-for-tat
strategy.) To see why, suppose that in one month my competitor sets a low price
and undercuts me. In that month he will make a large profit. But my competitor

We saw in Chapter 12 that in oligopplistic markets, f‘i.r1.1’15 oétel? tii?ld tl&ems;lves -
in a prisoners’ dilemma when making OL-ltpUt or pricing ’eC1.s Q 1sud an firms
find a wav out of this dilemma, so that ohgoPohstlc coordination and coopera-
tion (wheﬂ1er explicit or implicit) could prevgll? . e

To answer this question, we must recognize that the PI‘ISOn.eIS 1 fm,ma’ as
we have described it so far, is limited: Although_‘some prlsoneli mag 1?\,6 Qr:Iy
one opportunity in life to confess or not, most firms set output and price over

o o : i e tak mows that the following month I wi 7 pri his profit wi

; and over again. In real life, firms play repeated games: Actions ar en and knows th e foll g month [ will set a .10\« price, so that his p}oflt w ill fall
repeated game Game i i . o -or and over again. In repeated games, strategies can become _and will remain low as long as we both continue to charge a low price. Since the
which actions are taken and pavoffs received over and over again. ©

- ] 8 - iti f the prisoners’ dilemma
payoffs received over and more complex. For example, with each 1epet1t10n 0 vp. i e th,
over again. cach firm can develop a reputation about its OWn behavior and can study the

behavior of its competitors. ‘ .
iti i game? Suppose you are
How does repetition change the likely outcome of the g o '.H%qble'B %
Firm 1 in the prisoners’ dilemima illustrated by the payoff ma 11? in L hi, h
. . S
you and your competitor both charge a high price, you will bot 111151 te al gher
i)rofit thaﬁ if yvou both charged a low price. However, you are afn al1 . O charge a
¢ itor pri vill lose money
high price because if your competitor charges a low price, you s - am{;
and, to add insult to injury, your competitor will get rich. But suppose;t gmul
’ J B ) -
is repeated over and over again—for example, you cjmd your conIpeS ; or 1s;:ll "
taneously announce your prices on the first day ot every mo.nt 1. 101i.mzc;n
; “diff g - i - price over tl
then play the game differently, perhaps changing your price
1se : itor’s behavior?
response to your competitor’'s ‘ i
51 an interesting study, Robert Axelrod asked game theorists to c{ome up r\q "
V ! i f i i X anner.
the best strategy they could think of to play this ga?e ina 1Tpeaien 11’11 e
¢ - . . . . ! 'e " 1 ;
ib g - mieht be: “I'll start off with a high price, then [0W
ossible strategy might be: “I . : rice, i el ey
}];ut then if my competitor lowers his price, I’ll raise mine for a whllelbefocrlethese
i . . . . 7
erine it again, etc.”) Then, in a computer simulation, Axelrod playe
ies off again: : vhich worked best.
N strategies off against one another to see whic

game is infinitely repeated, the cumulative loss of profits that results must out-

_weigh any short-term gain that accrued during the first month of undercutting.
Thus, it is not rational to undercut.

In fact, with an infinitely repeated game, my competitor need not even be sure

 that T am playing tit-for-tat to make cooperation its own rational strategy. Even if
my competitor believes there is only sonie chance that I am playing tit-for-tat, he

. will still find it rational to start by charging a high price and maintain it as long
asIdo. Why? With infinite repetition of the game, the expected gains from coop-

_eration will outweigh those from undercutting. This will be true even if the prob-

ability that I am playing tit-for-tat (and so will continue cooperating) is small.

Now suppose the game is repeated a finite number of times—say, N months.
(N can be large as long as it is finite.) If my competitor (Firm 2) is rational and
believes that [ am rational, he will reason as follows: “Because Firm 1 is playing tit-
for-tat, [ (Firm 2) cannot undercut—that is, until the last month. 1 should undercut
inthe last month because then I can make a large profit that month, and after-
ward the game is over, so Firm 1 cannot retaliate. Therefore, I will charge a high
price until the last month, and then I will charge a low price.”

However, since I (Firm 1) have also figured this out, I also plan to charge a
low price in the last month. Of course, Firm 2 can figure this out as well, and
therefore knows that I will charge a low price in the last month. But then what
about the next-to-last month? Because there will be no cooperation in the last
month, anyway, Firm 2 figures that it should undercut and charge a low price in
the next-to-last month. But, of course, [ have figured this out too, so [ also plan to
tharge a low price in the next-to-last month. And because the same reasoning

pplies to each preceding month, the only rational outcome is for both of us to
tharge a low price every month.

v \Y oi g ;W ld \’Ol‘k

d As you vould expect, any given stlateg_\, .\\ C;Ll‘ 1‘ -

gai . o] 1 it v gai t OtherSu [he Ob ecive, 10V

better aoalnst some St’rateoles ﬂ1c n it Vould aoamsl 1 7 1 lv .

ever, was to fil‘ld the Stl‘ateg that was n1OSt rObLlSt, 1.e., t1at wou d (€] k best on
’ Y

FIRM 2 4 Since most of us do not expect to live forever, the tit-for-tat strategy seems of
dttle value; once again we are stuck in the prisoners’ dilemma. However, there is
Low price High price iway out if my competitor uas even a slight doubt about my “rationality.”
) 1 Suppose my competitor thinks (and he need not be certain) that I am playing
FIRM 1 Low price for-tat. 